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A Topic-Independent Method for Scoring Student Essay Content

Ryo NAGATA†a), Jun-ichi KAKEGAWA††, Members, and Yukiko YABUTA†††, Nonmember

SUMMARY This paper proposes a topic-independent method for au-
tomatically scoring essay content. Unlike conventional topic-dependent
methods, it predicts the human-assigned score of a given essay without
training essays written to the same topic as the target essay. To achieve
this, this paper introduces a new measure called MIDF that measures how
important and relevant a word is in a given essay. The proposed method
predicts the score relying on the distribution of MIDF. Surprisingly, ex-
periments show that the proposed method achieves an accuracy of 0.848
and performs as well as or even better than conventional topic-dependent
methods.
key words: essay scoring, language teaching and learning, student essay,
essay topic, learner of English

1. Introduction

One of the effective ways to improve one’s writing skills is
to write, receive feedback, revise based on the feedback, and
then repeat the whole process. Unfortunately, however, this
requires a considerable effort from the classroom teacher; he
or she is faced with reading and scoring a number of essays
every time an essay topic is assigned. This is especially true
when the writer is a non-native speaker (student) of English
because their essays normally contain a wide variety of er-
rors and unnatural expressions. This can be easily seen in
an actual student essay:

I became univercity student, I get up early every
morning. I go to the school when I listening to
music in train. Stady is very different. Especiary
I think that programing and math doesn’t know.
But, frances is very interesting. Because I think
that teacher is interesting.

For the same reason, essay scoring also becomes prob-
lematic in essay tests where students are given a particular
essay topic to write about. Again, human raters are faced
with reading and scoring a great number of student essays.

In view of this background, researchers including
Page [15], Attali and Burstein [1], Burstein et al. [6], and
Foltz et al. [11] have done a great deal of work on automated
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essay scoring to reduce the human effort to score student es-
says. Automated essay scoring involves grammatical error
detection [2], [9], [13], off-topic essay detection [5], evalua-
tion on style, mechanics [1], organization [14], and rhetoric,
and essay content evaluation [1], [4], [7], [12].

Automated essay content evaluation, which is the tar-
get of this paper, is used to predict the human-assigned score
of a given essay in terms of its content. It can be formalized
as a text classification problem or a document retrieval prob-
lem. Namely, the human-assigned score of a given essay is
predicted by classifying it into a score category or retrieving
the most highly similar essays which are manually scored in
advance (i.e., training essays). For example, Burstein and
Chodorow [4] proposed a method for predicting the human-
assigned score of a given essay by retrieving the most highly
similar essays in training essays where the similarity is cal-
culated based on word frequencies. More precisely, the tar-
get essay and training essays are converted into vectors of
word frequencies, and the frequencies are then transformed
into word weights. The similarity is measured by the cosine
between the target essay vector and training vectors.

One of the major drawbacks to the conventional meth-
ods is that they are topic-dependent. They require human-
reader scored essays that are written to the same essay topic
as the target essay. This means that for every new essay
topic, one has to collect essays that are written to the new
essay topic and has to score them, which is costly and time-
consuming. This also implies that it is almost impossible for
classroom teachers to set essay topics by themselves.

To solve the drawback, this paper proposes a topic-
independent method for automatically scoring essay con-
tent. Here, topic-independent means that once a set of
human-reader scored essays written to a topic is obtained,
one can apply the proposed method to essays written to
any essay topic. In other words, there is no need for
making training essays every time a new essay topic is
assigned. Surprisingly, it rivals the conventional topic-
dependent methods as our experiments show. To achieve
this, this paper introduces a new measure called MIDF that
measures how important and relevant a word is in a given
essay. The proposed method predicts the score relying on
the distribution of MIDF.

The rest of this paper is structured as follows. Section 2
describes the proposed method. Section 3 describes experi-
ments conducted to evaluate the proposed method. Section 4
discuses the experimental results.

Copyright c© 2010 The Institute of Electronics, Information and Communication Engineers
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2. Proposed Method

The proposed method assumes that a good essay (in terms
of its content) contains more important words that are rele-
vant to its essay topic than poor essays do. Under this as-
sumption, it predicts the score of a given essay based on the
importance and relevance of words in it. The rest of this
section first describes how to calculate the importance and
relevance and then describes how to predict the score based
on the importance and relevance.

The importance and relevance are calculated based on
statistics obtained from a corpus (i.e., a set of documents
such as newspaper articles). To formalize the calculation,
we use the symbols w1,w2, . . . ,wM to denote M different
words in the corpus. We refer to the number of documents
in the corpus as N. We refer to the number of documents in
which wi appears as ni. Similarly, we refer to the number of
documents in which wi and wj appear as ni j. Also, we refer
to the number of occurrences of wi in the whole corpus as
fi.

The importance of wi measures how much information
it contains. It can be formalized by Inversed Document Fre-
quency (IDF) [18]

IDF(wi) = log
N
ni
, (1)

which can be interpreted as the information measure noting
that it has the form of − log p where p is the estimate for the
probability of wi occurring. IDF gives a high value to im-
portant words that appear in a few particular documents. For
instance, IDF(wi = photo) = 8.4 and IDF(wi = I) = 1.9 ac-
cording to statistics obtained from a corpus†, which agrees
with our intuition. IDF is also used in the conventional
topic-dependent methods [1], [4], [7], [12].

The relevance of a word to an essay topic is approxi-
mated to the relevance of the word to each word in the essay
topic (e.g., summer and vacation in the case of the essay
topic summer vacation). The relevance of wi to wj is mea-
sured by Mutual Information (MI) [10]

MI(wi,wj) = log
p(wi,wj)

p(wi)p(wj)
, (2)

where p(wi) and p(wi,wj) are the probability of wi occur-
ring and that of wi and wj co-occurring, respectively. The
probabilities p(wi) and p(wi,wj) are estimated by

p(wi) =
fi∑M

t=1 ft
, (3)

and

p(wi,wj) =
ni j

N
, (4)

respectively. MI measures how relevant a word is to another
(for instance, MI(trip, photo) = 3.9 and MI(trip, idea) =
1.3 according to the same corpus).

To measure how important and relevant a word is in

a given essay, this paper introduces a new measure called
MIDF

MIDF(wi,T ) =
∑

w j∈T

MI(wi,wj)

|T | IDF(wi)ei (5)

where ei and T denote the number of occurrences of wi in
the essay and a set of words in the essay topic (excluding
function words), respectively. MIDF defined by Eq. (5) can
be regarded as a weight which is assigned to the given word.

Using MIDF just defined, the proposed method pre-
dicts the score of a given essay as follows. First, each train-
ing essay is divided into words; note that training essays can
be written to any topic (i.e., topic-independent). All words
are reduced to their morphological stem and converted en-
tirely to lower case. Function words such as determiners are
discarded.

Second, each training essay is transformed into a his-
togram of MIDF distribution as shown in Fig. 1. MIDF is
calculated for each word which is obtained in the first step.
The resulting pairs (word and its MIDF) are expressed as a
histogram. The horizontal and vertical axes correspond to
bins of MIDF and the number of words falling in each bin,
respectively. The width of the bins is determined based on

d =
1
L
{max

v∈V
(v) −min

v∈V (v)} (6)

where V and L denote a set of the values of MIDF and the
parameter that determines the number of bins, respectively;
L is set to 10 in this paper.

In practice, Eq. (6) severely suffers from outliers giv-
ing a very wide bin. In that case, most words fall in the first
few bins and outliers in the last bins, and no words between
them. To avoid this, outliers are excluded from the determi-
nation of the width. This can be done by

d=
1
L
{min(max

v∈V
(v), μ̂ + 2σ̂) −max(min

v∈V (v), μ̂ − 2σ̂)} (7)

where μ̂ and σ̂ are the mean and unbiased standard deviation
of MIDF. Equation (7) is used to determine the width of the
bins in the proposed method.

Intuitively, a good essay contains a number of impor-
tant and relevant words and its histogram should be a rela-
tively flat one as in Fig. 1 (a) whereas a poor one should look
like a histogram that has a peak on the leftmost bins and no
or very low bars on the others as in Fig. 1 (b) (the figures are
drawn from actual student essays).

Third, the histograms are transformed into vectors
whose elements and values are the bins of the histograms
and the corresponding frequencies, respectively. The num-
ber of words in each training essay is added to its corre-
sponding vector in order to evaluate very short essays as
poor.

Finally, the score of the target essay is predicted by
classifying it based on the training essay vectors. To do this,
the target essay is first transformed into a vector in the same

†The details of the corpus is described in Subsect. 3.1.
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Fig. 1 Student essays transformed into MIDF histograms.

manner. Then, it is classified into a score category by a clas-
sifier learned from the training essay vectors. Almost any
kind of classifier can be used for the purpose. Support Vec-
tor Machines (SVMs), which have been shown to be effec-
tive in text classification, are used in the proposed method.

So far, we have limited our discussion to the binary-
score category (good or poor) setting for the purpose of
illustration. However, the proposed method is capable for
multi-score category settings such as the one to six score cat-
egory which is often used in English writing tests. In multi-
score category settings, training essays are labeled with ei-
ther one of the multi-scores (one to six, for example) instead
of good and poor by human raters. Each training essay is
transformed into a MIDF histogram and then into a training
essay vector as in the binary-score category case. The target
essay is also transformed into a vector in the same manner
except for the score label. The target essay vector is classi-
fied into one of the multi-scores by SVMs, which is trained
on the training essay vectors. SVMs are originally devel-
oped for binary-class problems. However, SVMs are ex-
tended to multi-class problems [16]. Thus, SVMs are appli-
cable to multi-score category settings. Also, other kinds of
classifier are applicable. For example, k-Nearest Neighbor
(k-NN) classifier would be suitable for our purpose when
training essays are sufficiently available.

This is how the proposed method predicts the human-
assigned score of a given essay. As having been discussed,
the proposed method does not require human-reader scored
essays written to the same topic as the target essay whereas
the conventional topic-dependent methods do. It only re-
quires a set of human-reader scored essays written to a topic
and a corpus that has been very easy to obtain lately. In other
words, once a set of human-reader scored essays written to
a topic is obtained, one can apply the proposed method to
essays written to any topic.

3. Experiments

3.1 Experimental Conditions

For evaluation, 455 essays were collected which had been
written by Japanese learners of English. Their topics were
either my family, future dreams, or memories in junior high
school. The writers were third grade junior high students
and first grade high school students. Table 1 shows the
statistics on the target essays.

Table 1 Statistics on the target essays.

Topic Writer # essays # poor essays
My family Jr. high 194 20

Future dreams high 242 70
Memories in Jr. high high 19 5

TOTAL Jr. high & high 455 95

Each essay was separately assigned to two teachers of
English (out of three). They gave poor to essays if they
thought the essay had a problem in terms of content and he
or she wanted to give some feedback comments to the writer,
and otherwise good. If both of them gave poor to an essay,
then its score was determined to be poor, otherwise good.

We used the binary-score category setting in the ex-
periments because of the following two reasons. The first
reason is that the writers of the essays were beginning learn-
ers of English writing (third grade junior high students and
first grade high school students) whose writing abilities were
limited compared to advanced learners. Because of the
limitation, the evidences for the writing abilities were not
enough to reliably assign appropriate multi-scores to the tar-
get essays. Thus, we used the binary-score category setting
for obtaining more reliable test data. The second reason is
that the proposed method is still useful with the binary-score
category setting. As already mentioned, the human raters
(teachers of English) gave poor if they thought the essay had
a problem in terms of content and they wanted to give some
feedback comments to the writer, and otherwise good. This
means that teachers of English can effectively find learners
whose essays have a problem in terms of content and they
can give some feedback comments if the proposed method
accurately predicts their scores (good or poor). These are
the reasons why we used the binary-score category setting
in the experiments.

A set of texts derived from English language learning
materials were used as a corpus to calculate IDF and MI.
The corpus approximately consisted of 180000 words.

The performance was evaluated by accuracy, recall,
precision, and F-measure. Accuracy was defined by

A =
Number of essays correctly predicted

Number of essays
. (8)

Accuracy measures how accurately the proposed method
predicts the human-assigned scores of the target essays. Re-
call was defined by

R =
Number of poor essays correctly predicted

Number of poor essays
. (9)

Recall measures how well the proposed method detects all
the poor essays in the target essays. Precision was defined
by

P =
Number of poor essays correctly predicted

Number of essays predicted poor
. (10)

Precision measures how well the proposed method detects
only the poor essays in the target essays. F-measure was
defined by
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F =
2RP

R + P
, (11)

which measures the performance considering both recall
and precision.

3.2 Experimental Procedures

The proposed method was implemented using the collected
essays. When it was tested on essays written to a topic, the
rest written to the other topics were used as training essays.
For instance, when it was tested on essays written to My
family, essays written to Future dreams and Memories in
Junior high school were used as training essays.

The topic-dependent method based on TFIDF [4] was
also implemented for comparison. In the original method,
IDF was calculated based on the statistics obtained from
training essays. However, in the experiments, it was cal-
culated based on the statistics obtained from the corpus
because pre-experiments showed that the topic-dependent
method performed much better with IDF obtained from the
corpus.

In addition, three other topic-dependent methods were
implemented that were derived from the topic-dependent
method above. One was the topic-dependent method based
on TFIDF where SVMs were used as a classifier instead
of the cosine, which was used in the original, to remove
the difference between the classifiers used in the proposed
method and the topic-dependent method. The others were
topic-dependent methods based on MIDF instead of TFIDF
where the elements and values of the vectors were words
and corresponding MIDFs, respectively. The difference be-
tween the two was their classifiers (the cosine or SVMs). In
all methods for comparison, the number of words was in-
cluded as a feature in the vectors in order to evaluate very
short essays as poor like in the proposed method. The sec-
ond polynomial kernel was used in all SVMs.

To evaluate the performance of the methods for com-
parison, leave-one-out cross-validation [17] was used be-
cause they were topic-dependent methods and it was impos-
sible to use the same evaluation method as in the proposed
method (namely, trained on two of the three essay topics and
tested on the rest). Each essay in turn was left out as a test
essay from the training essays written to an essay topic, and
the topic-depended methods were trained on the remaining
training essays written to the same essay topic. All predic-
tions were averaged to calculate the performance measures.
For comparison, the proposed method was also evaluated
by leave-one-out cross-validation. Note that the proposed
method is still topic-independent since it does not directly
use the information on the essay topics.

3.3 Experimental Results

Table 2 shows the performance of the proposed method. It
shows that the proposed method achieves a very high ac-
curacy of around 80% to 90%. In other words, the predic-
tions of the proposed method agree with the human-assigned

Table 2 Performance of proposed method.

Topic A R P F
My family 0.895 0.450 0.900 0.600

Future dreams 0.793 0.529 0.685 0.597
Memories in Jr. high 0.938 0.600 1.00 0.750

TOTAL 0.859 0.516 0.731 0.605

Table 3 Comparison between proposed method and topic-dependent
methods (Topic:My Family).

Topic A R P F
Baseline 0.103 1.00 0.103 0.187

TFIDF + cosine 0.902 0.050 1.00 0.095
TFIDF + SVMs 0.876 0.250 0.357 0.294
MIDF + cosine 0.887 0.100 0.333 0.154
MIDF + SVMs 0.892 0.150 0.429 0.222

Proposed method 0.948 0.600 0.857 0.706

Table 4 Comparison between proposed method and topic-dependent
methods (Topic: Future Dreams).

Topic A R P F
Baseline 0.289 1.00 0.289 0.449

TFIDF + cosine 0.731 0.114 0.727 0.198
TFIDF + SVMs 0.764 0.729 0.573 0.642
MIDF + cosine 0.645 0.329 0.371 0.348
MIDF + SVMs 0.756 0.657 0.568 0.609

Proposed method 0.769 0.514 0.621 0.562

Table 5 Comparison between proposed method and topic-dependent
methods (Topic: Memories in Jr. High).

Topic A R P F
Baseline 0.263 1.00 0.263 0.417

TFIDF + cosine 0.789 0.200 1.00 0.333
TFIDF + SVMs 0.579 0.600 0.333 0.429
MIDF + cosine 0.421 0.400 0.200 0.267
MIDF + SVMs 0.684 0.600 0.429 0.500

Proposed method 0.842 0.600 0.750 0.667

Table 6 Comparison between proposed method and topic-dependent
methods (Topic: All Topics).

Topic A R P F
Baseline 0.209 1.00 0.209 0.345

TFIDF + cosine 0.807 0.105 0.714 0.183
TFIDF + SVMs 0.804 0.621 0.527 0.570
MIDF + cosine 0.738 0.284 0.346 0.312
MIDF + SVMs 0.820 0.547 0. 547 0.547

Proposed method 0.848 0.537 0.671 0.596

scores most of the time. When viewed from another per-
spective, the proposed method detects about half poor essays
with less than 30% of false-positives.

These results imply that the proposed method is useful
in helping human raters and teachers score essay content. It
can be used to block human raters’ false-negatives and false-
positives in essay tests; if the prediction of the proposed
method disagrees with a score given by a human rater, then
the essay should be double-checked by another human rater.
The proposed method can also help teachers find students
who need feedback comments in terms of essay content.

Table 3 to 6 show the results of comparison between the
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proposed method and the topic-dependent methods. They
also show the baseline performance where all essays are
scored as poor. Note that the performances of the proposed
methods in Table 3 to 6 are different from those in Table 2
because the evaluation methods are different between them
(although the performances are similar).

The results reveal that the proposed method performs
as well as or even better than the topic-dependent methods.
Also, they reveal that F-measure of the proposed method is
relatively stable whereas that of the topic-dependent meth-
ods varies from topic to topic.

4. Discussion

The reason why the proposed method performs as well as
or even better than the topic-dependent method despite the
fact that it is topic-independent is that training essays are
sparse and that the topic-dependent methods suffer from the
sparseness. This is exemplified as follows. Suppose that
there are two essays written to the essay topic My family
in training essays; one is about the occupations of family
members and its score is good, and the other is about a dog
in the family and its score is poor. Further suppose that the
target essay is about a dog. In that case, the predictions of
the topic-dependent methods are likely to be poor no matter
how good the content is because the target essay shares more
similar words with the training essay about a dog than with
the training essay about occupations. By contrast, the pro-
posed method does not rely on the word similarity between
the target essay and training essays. Instead, it predicts the
score relying on the similarity between the histograms that
express the distribution of MIDF. Using the same example
above, the training essay about a dog would be transformed
into a histogram that looks like Fig. 1 (b) in Sect. 2 whereas
the training essay about occupations would be transformed
into a histogram that looks like Fig. 1 (a). The target es-
say would be transformed into a histogram that looks like
Fig. 1 (a) if its true score is good and contains a number
of important and relevant words. As a result, the proposed
method is likely to predict the score of the target essay as
good even if it is about a dog.

As having been discussed, the proposed method per-
forms as well as or even better than the topic-dependent
methods. In addition to the performance, it has an advan-
tage over the topic-dependent methods. That is, it is topic-
independent, which makes it much more useful and practi-
cal.

At the same time, there are some false-negatives and
false-positives even in the proposed method. Especially,
the recall of the proposed method is low compared to its
precision (meaning that false-negatives are more problem-
atic than false-positives). One of the major causes of false-
negatives is repetitions of the same and/or similar phrases.
For example, the proposed method would give good to the
target essay written to the topic My family:

My father is kind. My mother is kind. My sister

is kind. My brother is kind. My grandfather is
kind. . .

since it contains a number of important and relevant words
such as father, mother, and sister. Apparently, human raters
would give poor to it. It requires a new technique such as de-
tection of repetitions of the same or similar phrases to handle
such cases. Fortunately, Burstein and Wolska [8] proposed
a method for identifying overly repetitious word use. This
method can be applied to avoiding these false-negatives.

False-negatives are also due to grammatical errors. It
is a problem of grammar, but too many grammatical errors
hinder the reader from understanding the content no matter
how many important and relevant words are in the target
essay. This kind of false-negatives may be avoided by using
grammatical error detection such as [2], [9], [13].

False-positives tend to occur when the content is very
specific. For instance, the proposed method mistakenly gave
poor to an essay (topic: Future dreams) about being a cal-
ligrapher, which was actually a good essay. The content was
so specific that important and relevant words such as callig-
rapher and calligraphy did not appear in the corpus used to
calculate MIDF. Because of this, their MIDF was not de-
fined and these words were not considered in the histogram.
As a result, the histogram tends to be one like Fig. 1 (b). This
problem might be reduced by using a bigger corpus such as
the British National Corpus [3].

Another cause of false-positives is spelling errors. If
important and relevant words are mistakenly spelt in the tar-
get essay, the situation is very similar to the specific-content
situation above. Namely misspelt words do not appear in
the corpus, and thus they are not considered in the histogram
whereas human raters seem not to care about a few spelling
errors as long as they are able to guess the meanings of the
words and understand the content. This causes the discrep-
ancy between the proposed method and human raters.

5. Conclusions

This paper proposed a topic-independent method for auto-
matically scoring essay content. The experiments show that
it achieves an accuracy of 0.848 and performs as well as or
even better than topic-dependent methods.

For future work, we will investigate how to correctly
predict the scores of essays whose content is very specific.
We will also investigate how the proposed method can be
combined with other systems such as grammatical error de-
tection systems to achieve better performance.
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