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On Detecting Target Acoustic Signals Based on Non-negative
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SUMMARY In this paper, we propose a novel target acoustic signal
detection approach which is based on non-negative matrix factorization
(NMF). Target basis vectors are trained from the target signal database
through NMF, and input vectors are projected onto the subspace spanned
by these target basis vectors. By analyzing the distribution of time-varying
normalized projection error, the optimal threshold can be calculated to de-
tect the target signal intervals during the entire input signal. Experimental
results show that the proposed algorithm can detect the target signal suc-
cessfully under various signal environments.
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1. Introduction

Target signal detection is an approach that detects the inter-
vals where the target signal exists in the given input signal.
For a number of applications in audio-based recognition and
communication, it is quite often necessary to find the time
intervals where the target signal of our interest resides. This
becomes a challenging task if there also coexist other signals
or interferences.

Voice activity detection (VAD), which decides whether
or not the current input signal frame contains active speech
components, is one of the most popular approaches used in
speech communication systems. VAD algorithms based on
statistical models have been proposed recently and demon-
strated impressive performances [1]-[4]. In a wide sense,
VAD can be considered a target signal detection technique
where the speech is the target signal and the background
noises are treated as the interferences. Even though the VAD
approaches have been successful in detecting active speech
signals, it is difficult to extend them to the detection of ar-
bitrary target signals. Another possible way to detect target
signals may be to apply a sequence recognition technique
such as the hidden Markov model (HMM) approach widely
deployed in speech recognition [5]. Since, however, this
technique requires training not only the model for the target
signal but also the models for the unknown interferences, it
is not considered suitable for a practical implementation of
general target signal detection.

In this letter, we propose a novel technique to detect
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acoustic target signals based on non-negative matrix factor-
ization (NMF). NMF is a signal analysis method in which
the data matrix is factorized into two constrained matrices of
non-negative elements. It is quite useful for learning parts-
based representation of the database by extracting a major
basis which implies the data characteristics [6]. For target
signal detection, the NMF basis is obtained from a training
database constructed by collecting the features of the target
signal. When an input signal is given, the feature extracted
in each frame is projected onto the subspace spanned by the
NMF basis. If the projection error is large, we can deduce
that the current frame is less likely to represent the target
signal. On the other hand, small projection error tells us
with a high probability that the data in the current frame is
actually generated from the target signal source. A robust
method to determine the threshold for target signal detec-
tion is also presented. A number of experiments show that
the proposed acoustic target signal detection approach per-
forms well in various signal environments.

2. Non-negative Matrix Factorization

NMF is one of the popular techniques for multivariate data
decomposition and it has been applied in broad research ar-
eas. When a collection of the input data is represented by
an n X m matrix V, it can be approximately factorized into
two matrices W and H with dimensions n X r and r X m,
respectively, as follows [6]:

Vx~WH or,
Vij = (WH);; = Z Wi Hy; (1)
k=1

where r denotes the number of basis vectors and A;; denotes
the ij-th element of a matrix A.

The way of factorizing a certain matrix is generally
non-unique and a lot of methods have been developed with
different constraints. NMF is different from the other meth-
ods in that it has the constraint that all the factors of W and
H must be non-negative. For the factorization of an input
data matrix with this constraint, we can apply the multi-
plicative update rules which find a suboptimal solution it-
eratively. Different update rules are derived depending on
the distance measure defined over the space of matrices. In
this work, we apply the Euclidean distance measure which
results in the following update rules [7] :
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and in this work the initial value of each component of H
and W is chosen randomly.

If we regard the r columns of W as the basis vec-
tors, each column of H turns out to be the coefficients cor-
responding to the data vector projected onto the subspace
spanned by these basis vectors. Since W is estimated from a
training database of the target signal, the subspace spanned
by the columns of W possesses representative characteris-
tics of the target signal and it is reasonable to refer to it
as the signal subspace. When a vector in the original data
space is given, its projection onto the subspace constructed
by the NMF basis vectors accounts for the information that
can be extracted from the training data of the target signal.
In contrast, the distance between the original data vector and
its projection onto the signal subspace indicates how far the
given data deviates from the assumed target signal source.
Summarizing, we can measure the similarity between a data
vector and the target signal by taking advantage of the pro-
jection error which is defined as the distance between a vec-
tor and its projection onto the signal subspace.

3. Target Signal Detection Based on NMF

In this section, we propose a novel approach to detect a spe-
cific acoustic target signal by measuring the time-varying
projection error based on NMF. Our goal is to identify the
time intervals during which the desired target signal exists.
The proposed technique requires a training database of the
target signal for the NMF analysis without a need to collect
the non-target signals and interferences.

The overall block diagram of the proposed target sig-
nal detection algorithm is shown in Fig. 1. As a feature vec-
tor of the signal, we employ the magnitude spectrum which
is obtained at each frame by applying the modulated com-
plex lapped transform (MCLT) which reduces the blocking
artifacts in speech enhancement [8], [9]. Even though we
apply the proposed technique to MCLT for the purpose of
future extension to speech enhancement, it can be success-
fully applied to any transform domain features such as FFT.
First, we estimate the NMF basis vectors from the train-
ing database of the target signal by following (2). Once a

Find the
»  optimal
threshold
Input c ¢ o Target signal
signal . ompare wit intervals
g MCLT Project onto > projection
the subspace N
errors
Target ﬁ
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through NMF subspace

Fig.1 Block diagram of proposed target signal detection system.
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stream of feature vectors extracted from the input signal is
given, each feature vector is projected onto the signal sub-
space spanned by the NMF basis. By analyzing the projec-
tion error distribution obtained from the input data, we can
calculate the optimal threshold for detecting the target sig-
nal. Finally, a frame-by-frame based decision as to whether
the target signal exists is made by comparing the projection
error with the threshold.

Let x(#) denote the input feature vector at time ¢. Then,
the projection error E(f) is given by

) — Wa/|?
E(t) = min M 3)
@ lIx(®)ll
where || - || indicates the norm of a vector. In (3), it is noted

that we normalize the conventional Euclidean distance by
the input signal energy in order to make our detection algo-
rithm immune to the signal loudness. It is well-known that
the minimization on the right hand side of (3) is achieved
with

@opr = WHx(t) = (W W)'Wx(r) 4)

where W* denotes the pseudoinverse of W [10],[11]. By
applying (4), we can rewrite (3) as

[Ix(1) = Waopll

lIx(0)I[2
I - WOWT W)W x (o) ?
- lIx(®)12

where I denotes the n X n identity matrix. From (5), we can
see that the normalized projection error E(f) of a vector x(¢)
is straightforwardly determined by the trained matrix W.

In order to find the optimal threshold for detection, we
investigate the distribution of the normalized projection er-
ror based on the histogram of E(f) over the input data. The
histogram is obtained by first dividing the whole range of
E(t) into N non-overlapping subranges and then accumulat-
ing the number of frames at which E(¢) falls on each sub-
range. The number of subranges N should be carefully de-
termined to make a good compromise between a fine reso-
lution and robustness.

Since the histogram approximates the actual distribu-
tion of the time-varying projection errors over the input sig-
nal, its shape provides an important cue for finding the opti-
mal threshold of detection. A typical example of the his-
togram is shown in Fig.2 where the input signal is con-
structed by concatenating 5 different signals, and we can
find several peaks which are separated with each other as
shown in Fig.2 (c). Without loss of generality, we can de-
duce that the samples falling on the first peak are generated
from the target signal source. Therefore, the optimal thresh-
old for detecting the target signal should be located between
the first and second peaks. For a systematic way to find
this separating position, we approximate the first and sec-
ond peaks by individual Gaussian distributions. Let P; and
o respectively represent the mean and standard deviation

E®) =
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Fig.3  Target signal detection probability (P;) versus the number of basis
vectors, when SNR = 0 dB using white noise as the background.

Table 1  Target signal detection probability (Py), false alarm probability
(Pyq4) and probability of miss (P,,) of the proposed approach for various
types of signals without additive background noises.
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Fig.2  An example of experimental results with a test data concatenat-

ing 5 different kinds of signals. (a) input signal, (b) projection errors, (c)
histogram of projection errors (N = 100).

of the Gaussian distribution that approximates the first peak,
and P, and o, be those corresponding to the second peak.
Then, the threshold T is determined as follows :

T =p(P1+y101) + (1 = B)(Py = y202) (6)

where 3, y; and y, are experimentally determined constants.
By varying the parameters, 3, y; and y,, we can make a dif-
ferent trade-off between the detection and false alarm per-
formances. In this study, we set the parameters such that 8
=0.5,and y; = y» = 1.7. Once T is determined according
to (6), each feature vector x(¢) is decided to have come from
the target signal source if E(t) is below T.

4. Experimental Results

In order to evaluate the performance of the proposed algo-
rithm, we conducted a series of acoustic target signal de-
tection tests under various signal environments. Instead of
simulating the real environment, we simply concatenated or
added a number of different signals and tried to detect the
target signal among them. For the tests, the white, HF chan-
nel, car interior, destroyer operations room and jet cockpit
noises from the NOISEX-92 database [12] were applied.
For each test file, a single type of noise was treated as the
target signal while the others were considered as unwanted
signals or interferences. Each file was sampled at 8§ kHz, and
the target basis vectors for each type of target signal were
trained though NMF based on a training data of length 16
seconds. MCLT was applied to obtain the magnitude spec-
trum at each frame whose window size was 256 samples,
and the magnitude spectra of 10 adjacent frames were ap-
pended to form a feature vector to reflect time-varying input
characteristics.

First, a test on target signal detection was performed
with various r, the number of basis vectors. This experi-
ment was carried out to investigate the relation between the

‘ Py(%) Pfa(%) Pn(%)

white 99.84  0.00 0.80
HF 99.44  0.00 2.80
car 9972 035 0.00
destroyer | 99.64 0.15 1.20
jet 99.96  0.00 0.20
Avg. [ 9972 0.10 1.00

target signal detection probability P, and the number of ba-
sis vectors. For this test, the four signals, HF channel, car
interior, destroyer operations room and jet cockpit noises
were applied as the target signals and the white noise was
used as the background noise. The length of each test file
was 40 seconds in which five segments of the target signal,
each of length 2 seconds were placed regularly. The number
of basis vectors which were trained from the target signal
database was varied from 1 to 30 while the signal-to-noise
ratio (SNR) was maintained to 0 dB. The results are shown
in Fig. 3 from which it is found that P, of each target signal
showed unstable and irregular variation when the number of
basis vectors was less than 10. On the other hand, when
r exceeded 10, a stable value of P; was obtained. From
these results, we can see that few basis vectors cannot sepa-
rate the target signal sufficiently from the other signals. And
it is also worth noting that too many basis vectors will de-
grade the performance since even non-target signals have
less projection error as the dimension of the signal subspace
increases.

Next, the target signal detection test was performed in
the condition that various kinds of signals were concate-
nated one after another. For this test, the five different sig-
nals mentioned above were switched for every 8 seconds in
a random order so that the total length of each test data be-
came 40 seconds. The energy of each signal was kept the
same so that the effect of loudness variation was eliminated.
Tests were conducted for each signal, when one was selected
as the target signal while the others were considered as non-
target components. For each target signal, 10 basis vectors
were extracted through NMF as in the previous experiment.
The results are summarized in Table 1 where Py, and P, de-
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Table 2  Target signal detection probability (P;) of the proposed ap-
proach for various SNR condition using white noise as the background.

| -5dB  0dB 5dB 10dB  15dB

HF 97.56 9796 97.84 97.80 97.88
car 97.96 98.04 97.88 97.72 97.68
destroyer | 98.68 98.28 97.84 97.96 98.12
jet 97.92 9820 9792 98.00 97.96
Avg. | 98.03 98.12 97.87 97.87 9791

note the false alarm probability and the probability of miss,
respectively. From the result we can see that the proposed
method could detect the target signal intervals almost ex-
actly when the input target signal was not contaminated by
additive background noises.

Finally, in order to verify the performances of the pro-
posed algorithm in noisy environments, detection test was
conducted by varying the SNR. In this test, 40 seconds of
white noise was used as a background noise and as in the
first experiment, five segments, each of length 2 seconds, of
the other four noises were added by varying the SNR from
—5dB to 15dB. Same to the previous test, 10 basis vectors
were extracted for each target signal. The results are sum-
marized in Table 2. As seen in Table 2, every type of the
target signal could be detected relatively well in noisy con-
ditions. Particularly, it is remarkable that the performance
in very low SNR environment was still excellent. It is inter-
esting to see that some of the result at lower SNR condition
was better than that obtained at higher SNR though the per-
formance difference was slight.

5. Conclusions

In this paper, we have proposed a novel approach to de-
tect the acoustic target signal based on NMF. Target ba-
sis vectors are trained from a collection of the target signal,
and the normalized projection error in each frame is calcu-
lated by projecting the input feature vector onto the subspace
spanned by the target basis vectors. In order to determine the
optimal threshold value, the histogram based method which
approximates the distribution of the projection error is em-
ployed. Experimental results have shown that the proposed

925

algorithm can detect the target signal successfully under var-
ious signal environments.
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