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PAPER

Effects on Productivity and Safety of Map and Augmented Reality
Navigation Paradigms

Kyong-Ho KIM†∗a), Member and Kwang-Yun WOHN†, Nonmember

SUMMARY Navigation systems providing route-guidance and traffic
information are one of the most widely used driver-support systems these
days. Most navigation systems are based on the map paradigm which plots
the driving route in an abstracted version of a two-dimensional electronic
map. Recently, a new navigation paradigm was introduced that is based on
the augmented reality (AR) paradigm which displays the driving route by
superimposing virtual objects on the real scene. These two paradigms have
their own innate characteristics from the point of human cognition, and so
complement each other rather than compete with each other. Regardless
of the paradigm, the role of any navigation system is to support the driver
in achieving his driving goals. The objective of this work is to investigate
how these map and AR navigation paradigms impact the achievement of
the driving goals: productivity and safety. We performed comparative ex-
periments using a driving simulator and computers with 38 subjects. For
the effects on productivity, driver’s performance on three levels (control
level, tactical level, and strategic level) of driving tasks was measured for
each map and AR navigation condition. For the effects on safety, driver’s
situation awareness of safety-related events on the road was measured. To
find how these navigation paradigms impose visual cognitive workload on
driver, we tracked driver’s eye movements. As a special factor of driving
performance, route decision making at the complex decision points such
as junction, overpass, and underpass was investigated additionally. Partic-
ipant’s subjective workload was assessed using the Driving Activity Load
Index (DALI). Results indicated that there was little difference between
the two navigation paradigms on driving performance. AR navigation at-
tracted driver’s visual attention more frequently than map navigation and
then reduces awareness of and proper action for the safety-related events.
AR navigation was faster and better to support route decision making at the
complex decision points. According to the subjective workload assessment,
AR navigation was visually and temporally more demanding.
key words: map navigation, AR navigation, productivity, safety, driving
performance and situation awareness

1. Introduction

1.1 Motivations

Navigation Paradigms: Map and Augmented Reality. The
ground-vehicle or car navigation system providing route-
guidance and traffic information is one of the most widely
used driving assistance system these days and the installa-
tion rate is increasing rapidly. The conventional naviga-
tion system plots the driving route on the abstracted two-
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dimensional electronic map, and we call this paradigm of
navigation system map navigation. Cartography is consid-
ered as a process of information communication and is con-
sidered the ‘vehicle’ for that communication. In this defi-
nition, map plays a role of medium for the recipient (map
reader) to understand the geographic environment [1]. As a
medium for communication between cartographer and per-
cipient, map is a symbolized and abstracted representation
of the real world. As a result, it is cognitively hard to in-
terpret the abstracted information and translate to the real
world information. Usually, the electronic map utilized in
map navigation is represented as more simple and easy to
understand form than the conventional paper map. Because
the main purpose of map navigation is to guide driver to
proper route, the additional features of map except for the
road network are generally simplified or eliminated delib-
erately. So it may not so hard to understand the electronic
route map as the paper map, the cognitive process of decod-
ing is also expected to be required. On the other hand of
this cognitive load, map navigation provides large scale ex-
ocentric orthogonal view of the world and thus allows driver
aware global spatial situations.

A new navigation paradigm introduced recently is uti-
lizing the augmented reality (AR) technology representing
driving route by superimposing virtual graphic objects on
the real scene image, and we call this AR navigation. AR
navigation is a mixture of image and graphic, but the dom-
inant component is image, therefore it inherit the image
paradigm. Image is easier than the abstracted graphic to
understand and imposes less cognitive load. Moreover, the
fact that the real scene image represented by AR navigation
is very similar with the forward view of driver, makes that
AR navigation is expected to be recognized with less cog-
nitive load than map navigation. However, AR navigation
provides relatively small scale egocentric view of the world,
thus allows driver aware local spatial situations.

Like this, these two navigation paradigms have their
own innate characteristics as fundamental methods of vi-
sual representation from the human cognition point of view.
Thus these two are not in the relationship of competitive
but complementary, so we thought that the well designed
navigational strategy utilizing the characteristics and pros
of these two navigation paradigms will provide better nav-
igational assistance to driver. To design this strategy, it
should be investigated first that which character of naviga-
tion paradigm affects how to achieving driving goals. How-
ever, it is hard to find the related work about this topic till
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now. So we studied on this topic by experimental analysis
comparing effects of map navigation and AR navigation on
driving.

Goals of Driving: Productivity and Safety. It is important
to note that driving typically involves two competing goals:
productivity and safety [33]. By Wickens et al (2004), pro-
ductivity involves reaching one’s destination in a timely
fashion, which may lead to speeding and safety involves
avoiding accidents, which is sometimes compromised by
speeding [33].

The productivity can be restated in other term: driving
performance. Driving performance is about how to drive
well and effectively to get the goals of driver. The driv-
ing performance is proportional to the successful comple-
tion of all three levels of driving tasks: strategic task (decid-
ing where to go, when to go, and how to get there), tactical
task (speed selection, the decision to pass another vehicle,
and the choice of lane), and control task (maintaining a de-
sired speed, keeping the desired distance from the car ahead,
and keeping the car in the lane) [21].

Safety involves avoiding accidents, which is sometimes
compromised by speeding. One of the most important fac-
tors for the safety is situation awareness of safety-related
events [6]. For driver, the situation awareness may imply
the perception of, identification of, and reaction for the var-
ious kinds of elements in the road environment such as sign
board, traffic light, nearby vehicle, pedestrian, and obstacle
on the road. These elements may be static (e.g. sign board,
speed bump, etc.) or dynamic (vehicle, bicycle, pedestrian,
traffic light, etc.) causing safety-related events. Driver’s sit-
uation awareness of the safety-related events can be influ-
enced by the cognitive load. In the case that driver’s cog-
nitive load is high especially when the visual attention is
required by something, situation awareness of the events oc-
curring nearby can be declined.

As the driving assistance system, navigation should
support these goals of driving: productivity and safety, or
at least not obstruct driver to achieve them. So in this work,
we are going to analyze the effects of map navigation and
AR navigation according to these two criteria: driving per-
formance and situation awareness.

1.2 Hypothesis and Goals

Hypothesis. One of the most critical differences between
map navigation and AR navigation is their views. Gener-
ally, map navigation is based on two-dimensional exocentric
view [34]. So it can provide global spatial awareness. How-
ever, AR navigation is based on three-dimensional egocen-
tric view. So it may be confined to local spatial awareness.
On the basis of these facts, we hypothesized as follows.
Map navigation:

• (global spatial awareness) may require driver’s atten-
tion less frequently, because it can provide anticipatory
information about the route (look ahead the route to go

and keep it in working memory, and prepare actions
required). And as a result,
• (global spatial awareness) may be better for driver’s

situation awareness of the events occurring on the road.
• (two-dimensional exocentric) may be weaker to sup-

port route decision making at the complex decision
points such as junction, overpass, and underpass.

AR navigation:

• (local spatial awareness) may require driver’s attention
more frequently, because it cannot provide anticipatory
information about the route. And as a result,
• (local spatial awareness) may be worse for driver’s sit-

uation awareness of the events occurring on the road.
• (three-dimensional egocentric) may be stronger to sup-

port route decision making at the complex decision
points.

Goals. The goals we are trying to achieve in this work are
to:

• find how the map navigation and AR navigation affect
to the driving performance including decision making
at complex decision points.
• find how the map navigation and AR navigation affect

to the situation awareness of safety-related events. And
based on these findings,
• suggest navigational strategy utilizing both map and

AR navigation paradigms.

Note that the information modality in regard in this work
is visual modality. There are many reference studies about
the effects of multimodal navigational assistance. Utilizing
multimodalities including auditory and haptic can provide
more efficient navigational assistance. However, we focused
on the visual modality because visual information is most
important for driver based on the facts that: over 90% of
the information that a driver has to process is visual [30],
visual distraction is the most severe problem for driver, and
collision occurs mostly by the visual distraction [17].

The objective of this work is to investigate how map
and AR navigation paradigms have an effect on achieving
driving goals: productivity and safety. For this objective,
we performed comparative experiments using driving sim-
ulator and computers with subjects, and assessed driver’s
subjective workload.

2. Background

2.1 Navigation Technology

Evolution of Navigation Paradigm. Paradigm of navigation
system for ground vehicle has been evolved from simple
turn-direction guidance to real scene-based route guidance
(Fig. 1).

Turn-direction guidance [22] represented by simple
turn symbol provides only local guidance information at
intersection and it does not provide overall route informa-
tion from start to destination. 2D map navigation [20] is the
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Fig. 1 Evolution of navigation paradigms.

most representative paradigm of car navigation and has been
used most widely till now. It is based on the typical map
paradigms with orthogonal point of view and as a result, pro-
vides more global spatial awareness information than turn-
direction guidance.

To add some reality to 2D map navigation, 2.5D map
was utilized [12]. It provides perspective bird’s view but the
viewpoint is fixed and the geographical objects (i.e. build-
ings) are built simple extrusion of 2D polygons. To enhance
the reality more, 3D graphic navigation was developed [14],
[27]. It utilizes the full functionality of 3D graphics so the
virtual scene appears more elaborate and realistic. Theoret-
ically, the viewpoint can be located anywhere in the virtual
world so it can provide any views (orthogonal or perspec-
tive). Most effective view it provides is street view that is
aligned well to that of driver. All navigation paradigms from
2D map navigation to 3D graphic navigation are based on
the map (or graphic) paradigm.

As a new paradigm of navigation, AR navigation
was introduced recently. AR navigation provides naviga-
tional information by imposing graphical information on
real scene image. There are two types of AR navigation.
The first type is augmented video type [10]. It overlays
the graphical information on the video captured by cam-
era mounted on a vehicle in real-time. This type is usu-
ally implemented on in-vehicle navigation terminal and pro-
vides video-based real view. The second type is augmented
scene type [22]. It provides virtual navigation information
by overlaying it directly on the real scene seen through the
wind-shield. This type utilizes the Head-Up Display (HUD)
technology, however, there are a lot of technological dif-
ficulties like natural scene understanding, registration be-
tween virtual object and real scene, and cognitive problems
like attentional tunneling [2].

AR Navigation Technology and Its Applications. AR nav-
igation technology has been applied to almost all kinds of
moving objects such as robot, human, and vehicle.

Among these application areas, vehicle like airplane,
vessel, and car is the most representative and noticeable

area. To increase efficiency and enhance situation awareness
during airport surface taxi operations The Taxiway Naviga-
tion and Situation Awareness (T-NASA) system which is a
prototype augmented reality commercial airline cockpit dis-
play suite was developed by NASA [7]. AR navigation sys-
tem for maritime navigation in which all chart and naviga-
tional data such as a buoys and routes are presented graphi-
cally overlaid upon the real scene in the display was devel-
oped to provide an intuitively understood presentation that
works in all weather conditions [4].

Our main interest is the AR navigation for car. A well
established prototype of AR car navigation system named
INSTAR (Information and Navigation System Through
Augmented Reality) was developed by Siemens. The in-
vehicle navigation terminal displays the annotation of the
route superimposed on a live-stream video showing the road
ahead. The INSTAR system uses the GPS position and ori-
entation, the maps, the topography information and the route
and calculates a three-dimensional depiction of the street as
it may look from the driver’s perspective. This approach is
advantageous in terms of daylight conditions because it only
visualizes pure, measured data and does not utilize image
recognition technology [22]

Kumamoto University developed a prototype AR nav-
igation system called VICNAS (Vision-based Car Naviga-
tion System) which employs AR technique to superimpose
virtual direction indicators and traffic information bulletins
into the real driver’s view. VICNAS uses a hybrid camera
pose tracking method combining vision, GPS and 3D iner-
tial gyroscope technologies [11].

Another approach proposed by KAIST was the
Location-based Augmented Reality for Car Navigation Sys-
tem [13]. This system utilized the 3D scene model to ex-
tract the point-of-interest data and generate the 3D text im-
age which is to be overlaid on the building in video stream.

2.2 Driver’s Behavior and Cognition

It is hard to find the previous work directly related to this
work, the comparative analysis of the effects of map nav-
igation and AR navigation. However, several studies have
been done in traffic and transport psychology, automotive,
and HCI field to investigate how the various aspects of in-
vehicle information sources like map, navigation, night vi-
sion and so on affect to driver’s behavior and cognition.

Sullivan et al (2004) experimented on the driver perfor-
mance and workload using a night vision system [29]. They
investigated how the position of display (head-up vs. head-
down) of night vision system affects to the secondary task
performance of spatial detection using field test.

The effects of information modality especially the vi-
sual modality versus auditory modality are the most fre-
quently researched topic. Kim and Lee (2000) studied the
modality effect of navigation system by comparing visual,
auditory, and audio-visual information of navigation system
using measurement of driving performance and subjective
workload [15]. Several results about the modality effect for
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driving performance have been presented: auditory infor-
mation is less distractive than visual information [16], au-
ditory information can be annoying, so should be used re-
strictively [28], sensory motor reaction is quicker for visual
stimulus than auditory stimulus [5], regardless of modality,
most information demand processing resources and increase
driver workload [3].

Comparative experiments for the effects of paper map
versus electronic map, in addition to the effects of the scale
of display of navigation system for driving task performance
was performed using desktop-type driving simulator [31].
Lee et al (2005) studied on the effectiveness of a variety of
contextually optimized route map visualizations in a simu-
lated driving context [18].

Cognitive research for the mental rotation or cognitive
transformation was performed by comparing the north-up
map and head-up map [34]. Wickens and Carswell (2006)
argued that the information transformation needed to under-
stand north-up map is effortful, time consuming, and pro-
vide sources for error [34]. Wickens et al (2005) also stud-
ied about the mental transformations and situation aware-
ness provided by egocentric and exocentric viewpoints in an
aircraft display [35].

These studies show that various features of information
representation such as modality, position, orientation, scale,
viewpoint and so on can affect on driver’s behavior and cog-
nition.

3. Method

3.1 Study Design

We designed two objective experiments for driving perfor-
mance and situation awareness, and a subjective assessment
for driver’s workload. The first experiment is to find effects
on driving performance and situation awareness and was
performed using high-fidelity driving simulator. The second
experiment is to find effects on driver’s decision making at
the complex decision points, as a special case of driving per-
formance. Driver’s subjective workload was measured using
DALI(Driving Activity Load Index).

Thirty eight subjects between the ages of 19 and 28
(avg. 24.7) with driving license were participated (35 male,
3 female) in the first experiment (Exp. 1) and subjective
workload assessment. Another group of 38 subjects be-
tween the age of 27 and 52 (avg. 37.8) with driving li-
cense was participated (29 male, 9 female) in the second
experiment (Exp. 2). The experiment condition was within-
subjects to compare the effect of map navigation and AR
navigation.

3.2 Experimental Apparatus

Driving Simulator and Peripherals. A 3DOF motion-
based, high fidelity driving simulator was used to conduct
the experiment. The simulator uses a 2009 Hyundai Gen-
esis coup vehicle that has been modified to include force

Fig. 2 Driving simulator and peripheral devices.

feedback and rich 3D audio environment. Three channel
displays for front, left, and right screen provide 130 deg. ×
40 deg. full scale field-of-view, and one channel display for
rear screen provides 60 deg.×40 deg. real view seen through
room mirror and side mirrors.

The fully textured graphics are generated by
S CANNeRT M software, which delivers a 60 Hz frame rate
at 1024 × 768 resolution. It can simulate various kinds of
traffic scenarios like motion of nearby vehicles, pedestrian,
motor-cycle, and traffic light signal and so on. Various kinds
of vehicle data like location, motion, velocity, acceleration,
RPM, brake, steering wheel and so on were collected by ve-
hicle sensors at a rate of 50 Hz.

A f aceLAB4.6T M eye-tracking system is installed on
the dash board of simulation vehicle to track driver’s head
and eye movement. An LCD panel is installed in the center-
pecia of simulation vehicle, that is size of 7 inch and resolu-
tion of 800× 480 to display map navigation and AR naviga-
tion. A CCD camera is installed on top of simulation vehicle
to capture the front screen image that is used to implement
AR navigation.

Figure 2 shows the overall environment of experiment.

Map Navigation and AR Navigation. The map navigation
system was implemented modifying the commercial naviga-
tion system GINIT M of the M&SOFT Inc. It runs by gath-
ering the coordinate of simulation vehicle position at 1 Hz
rate and output the display to LCD panel in simulation ve-
hicle. For the fidelity of the map navigation paradigm and
visual modality only, several additional features like sound
alarm, voice instruction, turn signal, 3D images, and so on
were set off. The viewpoint of the map navigation system
is fixed to orthogonal top-view because the orthogonal view
represent best the map paradigm inheriting cartographic her-
itage which is exocentric. The most core characteristic of
map is that it has inevitably ubiquitous viewpoints and at
the same time no specific viewpoint to communicate geo-
graphic knowledge with another [32].

The typical paradigm of AR navigation has not been
established yet. There may be a lot of way to represent nav-
igation information augmented on the real scene. To design
AR navigation for our experiment, we got a hint by looking
at the paradigm of map navigation. The most important in-
formation map navigation provides is route and turn. Route



KIM and WOHN: EFFECTS ON PRODUCTIVITY AND SAFETY OF MAP AND AUGMENTED REALITY NAVIGATION PARADIGMS
1055

Fig. 3 Screen shot of the AR navigation.

is continuous information represented by linking all nodes
from start to destination. Turn is discrete information guide
the direction to go at the branch node.

This concept can also be applied to AR navigation be-
cause the final goal of the both navigation paradigms is the
same: guide driver from start to destination successfully.
The continuous route information can be represented as a
form of line, surface, or 3D beam [22]. The discrete turn
information can be represented by arrow augmented on the
road surface [13].

In this work, we adopted the arrow representation be-
cause of that AR navigation paradigm has egocentric view
and has strength on local spatial awareness therefore, the
discrete turn information is more suitable to AR navigation
paradigm. There is also a technical reason that to represent
the continuous route on multi-lane road, the current driv-
ing lane should be identified first. However, it is not easy
to implement for the experiment. As a result, we designed
two kinds of arrows (left-turn and right-turn) that is red col-
ored 3D graphic object of which the head is skewed facing
driver’s eye to be identified easily. Arrow is augmented on
the scene image captured by camera on top of simulation
vehicle in real time (Fig. 3).

We aligned the arrow object with the scene image by
matching the camera parameter of simulation vehicle with
that of virtual camera in graphic world containing the arrow
to minimize the registration error. Finally, the augmented
image is captured again and output to LCD panel in vehicle.
There may be a little disparity between the view of AR im-
age displayed on the LCD panel and the driver’s front view,
but the effect caused by this disparity is too small to affect
the fundamental characteristic of the egocentric view of AR
navigation paradigm.

Note that the AR navigation system built for this ex-
periment is deliberately well-designed. As Yamaguchi et al
(2007) state, several problems such as registration error, in-
appropriate brightness, image blur, and limited visibility can
occur in real driving situation and these degrade the quality
of AR navigation [36]. How to cope with these problems
can be important research issues in developing robust and
practical AR navigation system. However, this is another
research issue because the key point of this experiment is
to perform the comparative analysis of the two navigation
paradigms: map and AR. The map navigation system we
used in this experiment is a high-end commercial product, so
not to make map navigation condition more beneficial than
AR condition, we had to eliminate those problems which
can be occurred in real driving situation.

It should also be noted that the AR navigation type in-
vestigated in this experiment is the augmented video type
which uses head-down display. As mentioned in the back-
ground chapter, the augmented scene type which uses head-
up display is the more evolved one and more appropriate
for the concept of AR. There is related work investigated
how the position of display (head-up vs. head-down) af-
fects to the driver’s performance and workload [29], and AR
navigation system on windshield head-up display is also in
development [25]. However, the focus of this study is to
investigate the fundamental effects of the two navigation
paradigms in comparison, so we fixed deliberately the type
of display to head-down type because the position of display
can affect as another control factor.

3D Graphic Scene Database. For the experiment we
built 3D graphic scene database covering about 3.5 Km by
1.2 Km area in Ilsan district which is near from Seoul city of
Korea. The Digital Elevation Model (DEM) was not built,
so all objects such as building, road, tree, road lamp, and
so on are placed on flat surface. To enhance the fidelity of
simulation, 3D graphic scene was modeled as same as the
position, shape, and texture of real scene.

3.3 Experiment 1: Driving Performance and Situation
Awareness

In this section, we describe the experimental configuration
and procedure related to driving performance and situation
awareness.

Scenario and Procedure. Each of 38 participants drives
the simulation vehicle from start to destination two times
for each navigation condition of which the order is counter
balanced.

During experiment, subjects are encouraged to follow
the guidelines: observe traffic signal, keep speed limit in-
dicated by sign board, avoid collision with vehicle, bicycle,
and pedestrian, and pass slowly over the speed bump.

Driving route for experiment is planned on the real road
in 3D graphic scene database. Total length of the route is
7.13 Km and the average driving time for one navigation
condition was about 12minutes. The route was planned de-
liberately to be complex enough to keep the subjects from
remember the route (It contains 13 left turns and 13 right
turns) (Fig. 4).

We designed 9 events for situation awareness includ-
ing 4 static events and 5 dynamic events. The position of
events are shown in Fig. 4 (from E1 to E9), and the detail
is described in Table 1. Note that the event E6 and E7 are
duplicated and repositioned to E6’ and E7’ alternatively for
each navigation condition to minimize the learning effect on
the position of events.

Dependent Variables. During experiment, vehicle data,
eye-tracking data, and video-data are collected. Vehicle data
are collected from the simulator and include velocity, steer-
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Fig. 4 Driving route for experiment.

Table 1 Event description.

Event ID Event explanation Attribute
E1 Sign board (speed limit 100 Km/h) Static
E2 Sudden stop of preceding vehicle Dynamic
E3 Sign board (speed limit 70 Km/h) Static
E4 Traffic light change(from green to yellow) Dynamic
E5 Cut-in of other vehicle Dynamic
E6 Bicycle crossing the road (illegal) Dynamic
E7 Pedestrians crossing the road (legal) Dynamic
E8 Sign board (speed limit 30 Km/h) Static
E9 Speed bump Static

Table 2 Dependent variables for driving performance.

Dependent variable Related driving task
Total driving time Strategic
Number of driving error Strategic
Number of lane change Tactical
Variation of velocity Control (longitudinal)
Number of brake (including sudden brake) Control (longitudinal)
Variation of steering wheel angle Control (lateral)
Number of lane departure Control (lateral)

ing wheel angle, accelerator and brake angle, vehicle po-
sition and motion, and so on. Eye-tracking data include
head position and orientation, gaze orientation, gazing re-
gion, fixation time, and PERCLOSE. For verification of
data video image of quad camera (front-right side of driver,
navigation display, screen, and timer) are recorded.

Seven dependent variables for driving performance are
selected to cover the three level of driving tasks: 2 for strate-
gic, 1 for tactical, and 4 for control task (Table 2).

Dependent variables for situation awareness are se-
lected for each event from E1 to E9 (Table 3). These de-
pendent variables are to measure the driver’s cognitive and
motor ability to percept, recognize, and react on the safety-
related events, but are so closely related to the driving per-
formance also.

To investigate driver’s visual attention and cognitive
load for navigational assistance, average fixation time and
mean glance number are measured using eye-tracker.

3.4 Experiment 2: Decision Making at Complex Decision
Point

By Golledge (1992), the two important components in the

Table 3 Dependent variables for situation awareness.

Event ID Dependent variable
E1 Average velocity to E3 point
E2 Time to brake from the stop of preceding vehicle

Collision or not
E3 Average velocity to E8 point
E4 Time to brake from yellow light turn-on

Stop or not
E5 Time to brake from the cut-in of other vehicle

Collision or not
E6 Time to brake from bicycle movement

Time to steering from bicycle moving
E7 Time to brake from pedestrian movement

Time to stop from brake
Position of stop

E8 Average velocity to destination
E9 Average velocity when passing over speed bump

cognitive process of acquiring spatial knowledge are place
recognition and way-finding. Way-finding is the process
linking places locationally separated [8]. For the success-
ful way-finding, place recognition must be succeeded first.
Especially, the designation of choice points where changes
of direction or speed are desirable is such an important pro-
cess.

In this work, we are going to state the choice point as
decision point, and classify into two categories: simple de-
cision point and complex decision point. Simple decision
point is defined where change of direction or choice of route
is easily performed and as a result, requires low cognitive
load of driver. Complex decision point is defined where
change of direction or choice of route is hard to be per-
formed and as a result, impose high cognitive load to driver.
Complex decision point may include these cases:

• When its topological geometry is three dimensional
with depth in z-direction (i.e. underpass and overpass).
• When its topological geometry or shape is difficult to

recognize (i.e. complex junction).
• When it is placed where hard to be anticipated (i.e. lo-

cated in a complex road network in downtown)

We experimented in the case of underpass, overpass, and
junction that are the most common complex decision points
in a city. The goal in this experiment is to find the effects
of map and AR navigation on the driver’s decision making
at a complex decision points. Decision making for correct
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Fig. 5 Simulation environment for Exp. 2.

route at decision point should be considered as an important
factors of driving productivity.

Apparatus. It might be better to include complex decision
points into the route of Experiment 1. However, the database
built in the Experiment 1 is based on the real world data, and
it did not include complex decision points. Therefore, we
designed this experiment as a computer-based simulation.

We took videos and photographs of real road in
Daejeon-city, Korea with vehicle equipped with two video
recorders (one is located in the right inside of vehicle and the
other is on the roof). The video clips and photographs were
edited to be utilized as driver’s forward view and AR nav-
igation. Several screen shots of map navigation were also
prepared. The simulation environment is shown in Fig. 5.

Scenario and Procedure. Thirty eight subjects were par-
ticipated in this experiment. Eight simulation conditions are
prepared including 3 overpasses, 3 underpasses, and 2 junc-
tions. For each simulation condition, experiment was per-
formed two times once with map navigation and once with
AR navigation. The order of experiment was randomly as-
signed from the matrix of 8 simulation conditions by 2 nav-
igation conditions (totally 16 experiment conditions).

Video clip is displayed on the left monitor simulating
forward view. At the decision point, lane selection indica-
tor (red dot) shows and beeps, and at the same time map or
AR navigation image is displayed on the right monitor. Sub-
ject decides the route and moves the virtual vehicle icon to
the proper lane as informed by navigation by pressing arrow
keys as fast as possible. The elapsed time from the indicator
show-up to the key press and success or fail of decision are
recorded.

Running time for each experiment is varied from 20
seconds to 50 seconds and the lane selection indicator shows
up at different time to make the learning effect of the subject
the least. Figure 6 shows an example of experiment condi-
tion.

Dependent Variables. Dependent variables in this experi-
ment are the elapsed decision and reaction time and success
or fail to decide correct lane.

Fig. 6 An example of experiment condition for the Exp. 2.

3.5 Subjective Workload

One of the most widely used subjective workload assess-
ment method is NASA-TLX (Task Load Index) that was de-
signed to assess pilot workload in the aviation domain in
1988 [9]. Main six factors of NASA-TLX are mental de-
mand, physical demand, temporal demand, performance, ef-
fort, and frustration.

Pauzie (2008) mentioned that some factors of NASA-
TLX is not relevant to apply to driving task and suggested
a new revised version of NASA-TLX adapted to the driv-
ing task: DALI (Driving Activity Load Index) [23]. DALI
is composed of seven factors to assess driver workload: ef-
fort of attention, visual demand, auditory demand, tactile
demand, temporal demand, interference, and stress.

We assessed participant’s subjective workload after Ex-
periment 1 using DALI. As a first step, we assessed the
magnitude of each of the seven factors on a scale, and then,
performed pairwise comparisons between these seven fac-
tors, in order to determine the higher source of workload
factor for each pair.

4. Results

4.1 Driving Performance and Situation Awareness

Results indicated that there was no significant difference be-
tween the two navigation paradigms on driving performance
except for the deviation of steering wheel angle (Table 4).

For situation awareness to percept, recognize, and re-
act for the safety-related events, map navigation was better
than AR navigation. By McNemar test, we found that for
the static events like sign board and speed bump, there was
no significant difference. However, for the dynamic events
like cut-in of other vehicle, bicycle and pedestrians cross-
ing the road, map navigation showed significant difference
in driver’s action for brake. An interesting result is that for
the dynamic events related to people (E6: bicycle rider and
E7: pedestrian), map navigation showed very conspicuous
strength over AR navigation. For these two events E6 and
E7, a lot of subject who braked in map navigation condition
did not brake in AR navigation condition (Table 5).

For visual distraction, AR navigation attracted driver’s
visual attention more frequently than map navigation. There
was no significant difference in average fixation time, but the
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mean number of glance was more in AR navigation condi-
tion (M = 114.84, SD = 60.36) than map navigation condi-
tion (M = 97.47, SD = 53.33) with significance p = 0.01.

4.2 Decision Making at Complex Decision Point

Results show that AR navigation is much better than map

Table 4 Results for driving performance (N = 38).

Measured Navigation M SD P-value
Value Condition

Total driving time
Map 690.09 88.52

0.90 (-)
AR 688.50 88.72

# of driving error
Map 1.08 0.27

0.66 (-)
AR 1.05 0.23

# of lane change
Map 67.18 6.56

0.75 (-)
AR 66.84 5.95

# of lane departure
Map 58.13 9.26

0.57 (-)
AR 59.08 10.22

Deviation of velocity
Map 19.87 2.87

0.27 (-)
AR 19.43 2.30

# of brake
Map 14.79 8.97

0.41 (-)
AR 13.95 9.60

# of sudden brake
Map 4.40 4.29

0.16 (-)
AR 3.71 3.49

Deviation of Map 84.66 13.80
0.04 (**)

steering wheel angle AR 79.57 9.61

-=not significant, ∗ = p < 0.1, ∗∗ = p < 0.05, ∗ ∗ ∗ = p < 0.01

Table 5 Results for situation awareness (N = 38) (McNemar test).

Measured Value Event ID
AR Navi.

P-value
Non-Operation Operation

Braking or not

E2 Map Navi.
Non-Operation 6 11

0.21(-)
Operation 5 16

E4 Map Navi.
Non-Operation 17 10

1.00(-)
Operation 9 2

E5 Map Navi.
Non-Operation 18 3

0.09(*)
Operation 10 7

E6 Map Navi.
Non-Operation 9 1

0.001(***)
Operation 14 14

E7 Map Navi.
Non-Operation 10 3

0.004(***)
Operation 16 9

Stopping or not E7 Map Navi.
Non-Operation 12 8

0.38(-)
Operation 13 5

Over speed or not E3 Map Navi.
Not 24 6

0.51(-)
Over speed 3 5

Over speed or not E8 Map Navi.
Not 36 1

1.00(-)
Over speed 1 0

-=not significant, ∗ = p < 0.1, ∗∗ = p < 0.05, ∗ ∗ ∗ = p < 0.01

navigation to support driver’s decision making at complex
decision points. Decision time was faster and the rate of
correct decision was higher in AR navigation condition with
very high significance (Table 6).

4.3 Subjective Workload

Participants reported that they felt visual demand and tem-
poral demand more in AR navigation condition. The other
factors showed no significant difference. The global score of
workload was also higher in AR navigation condition (Ta-
ble 7).

5. Discussion

We think that almost all of the results of this experiment can
be explained by the innate difference between map naviga-
tion paradigm and AR navigation paradigm. As the result
shows, AR navigation requires cognitive attention more fre-
quently because it provides egocentric view and as a result,
driver is able to aware just local spatial situations. This fre-
quent visual distraction may not be confined to the visual

Table 6 Results of decision making at complex decision point (N = 38).

Measured Navigation M SD P-value
Value Condition

Response time
Map 1.67 0.66

0.000(***)
AR 1.37 0.37

Correct proportion
Map 83.88 15.63

0.003(***)
AR 91.78 11.36

-=not significant, ∗ = p < 0.1, ∗∗ = p < 0.05, ∗ ∗ ∗ = p < 0.01
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Table 7 Results of subjective workload (N = 38).

Measured Navigation M SD P-value
Value Condition

Global score
Map 27.62 7.36

0.08(*)
AR 30.31 7.01

Effort of attention
Map 56.67 20.74

0.38(-)
AR 60.09 18.36

Visual demand
Map 59.47 26.10

0.09(*)
AR 69.30 22.91

Auditory demand
Map 6.40 7.29

0.14(-)
AR 4.82 5.84

Tactile demand
Map 12.72 15.50

0.84(-)
AR 13.25 21.99

Temporal demand
Map 12.81 15.91

0.03(**)
AR 20.70 29.26

Interference
Map 1.84 4.63

0.74(-)
AR 2.19 6.81

Situational stress
Map 43.42 31.99

0.72(-)
AR 41.84 27.57

-=not significant, ∗ = p < 0.1, ∗∗ = p < 0.05, ∗ ∗ ∗ = p < 0.01

resource only, but the driver’s overall cognitive resources by
compelling continuously to look down at the terminal until
driving is ended. This is supported by the result of subjec-
tive workload assessment: participants’ temporal demand is
high in addition to the visual demand. This cognitive work-
load burdened by AR navigation hinder driver from recog-
nizing and interacting with the events occurring on the road
environment.

The strength of map navigation in spatial awareness
can be thought to be based on the anticipation which is
an important factor of spatial knowledge. The global spa-
tial awareness based on exocentric view of map navigation
makes it possible for driver to anticipate what happens in
near future, and this disburden cognitive load much.

The reason why there is little difference of the effects
on driving performance for three levels of tasks may be ex-
plained by multiple resource theory. The recent extensions
of multiple resource theory identified separate visual pro-
cessing resources: ambient and focal. In driving, ambi-
ent vision supports lane keeping and focal vision is critical
for event detection [19]. Performing driving tasks are more
based on the ambient vision than focal vision. Therefore,
regardless of the paradigm, glancing at the navigation con-
suming focal vision resource can be considered to have little
effect on driving tasks than situation awareness of safety-
related events.

We may also think about the result of which the fixation
time of two navigation conditions has no significant differ-
ence. From the cartographic point of view, map needs more
cognitive load to decode the abstracted geographic informa-
tion and then compare with real world environment than im-

age or photograph. However, the base map of map naviga-
tion is generally simpler than the conventional map. And the
driver usually attends to the driving route represented graph-
ically more conspicuously than other geographical elements
of base map, so the cognitive load may not become severe.
Meanwhile, in case of AR navigation, it is based on the im-
age paradigm, but is mixture of image and graphic, so it also
needs some degree of cognitive load. This problem can be
worse if the registration of virtual object with image is not
done well.

Based on the overall result of our experiment, we sug-
gest a strategy of composite navigational assistance utilizing
both map and AR navigation paradigms. In this strategy, the
navigation modes are to be switched according to driving
situation. Map navigation is recommended to be used as a
basic strategy. The general case is that the place recogni-
tion and way-finding process for navigation burden not so
much cognitive load on driver. In this case, map navigation
imposing less cognitive loads (visual and temporal) and at-
tentional distraction is better for driver especially from the
safety point of view. AR navigation is recommended to be
used as an alternative strategy. In the case of complex deci-
sion point, AR navigation can support fast and correct de-
cision making sacrificing cognitive load. We expect that
the automatic selection and switching of navigation mode
based on spatial situation awareness will become a promis-
ing function of advanced navigation system in the future.

5.1 Future Works

The fundamental limitation of our work is that the AR navi-
gation we have implemented cannot be guaranteed as a typ-
ical paradigm of AR navigation. As we mentioned before,
the typical paradigm of AR navigation has not been estab-
lished yet, and it is hard to find the previous related work on
the effectiveness and usefulness of AR navigation. Therefor
it is so important to study about the AR navigation itself by
asking how to represent the navigation information in most
effective way.

In this work, we have chosen the discrete turn guid-
ance rather than continuous route guidance. We think that
the former is more suitable to AR navigation paradigm than
the latter, but this thought must be verified by objective ex-
perimental investigation.

Another works needed to be investigated is on the prob-
lem of trade-off between the usefulness and the aesthetics of
AR navigation information representation. There was study
about bridging the gap between useful and aesthetic maps
in car navigation systems [26]. It was concluded that an ap-
propriate map design for the automotive context has to be
adapted in its function and its graphic representation accord-
ing to the user’s information needs and the cognitive load of
the situation. Considering this finding in map navigation,
the methodology of effective information representation of
AR navigation from the perspectives of human cognition
and driving goals should be studied.

HUD (Head-Up Display) type see-through AR naviga-
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tion projecting augmented information on the windshield is
such a promising navigation paradigm. It can reduce driver’s
attentional distraction and as a result enhance safety. How-
ever, it can cause very dangerous cognitive problem such as
the case that the real object on the road (vehicle or pedes-
trian) is confused with or covered by the graphic object.
Therefor, investigating the effects of HUD type AR naviga-
tion on the safety and driving performance is very meaning-
ful future work to develop safe and reliable AR navigation
system.

6. Conclusion

Throughout this paper we have shown that the map nav-
igation paradigm and AR navigation paradigm affects to
achieving driving goals, the productivity and safety, differ-
ently due to their own characteristics of paradigm. It be-
came clear by this work that these two paradigm is not in
the competitive relationship but complementary. Map nav-
igation can be accepted for the general cognitive process
of place recognition and way-finding. AR navigation can
complement the weakness of map navigation by supporting
place recognition and decision making at complex decision
points. We comment that the multi-paradigm navigation will
be a promising choice of next generation navigation technol-
ogy.

Acknowledgements

This work was supported by the grant from the Development
of Driver-adaptive Intelligent HVI Technology – Industrial
Fountain Technology Project funded by MKE, Korea. Ex-
perimental environment was supported by Prof. Woon-Sung
Lee’s Vehicle Control Lab. of Kookmin Univ.

References

[1] M. Alan and MacEachren, How Maps Work: Representation, Visu-
alization, and Design, Department of Geography, Pennsylvania State
University, pp.1–19, The Guilford Press, 1995.

[2] A.D. Baddeley, “Selective attention and performance in dangerous
environments,” British Journal of Psychology, vol.63, pp.537–546,
restated in Handbook of Human Factors and Ergonomics, 3rd ed.,
p.533, John Wiley & Sons, 1972.

[3] P. Barjonet, Traffic Psychology Today, p.272, Kluwer Academic
Publishers, 2001.

[4] C. Benton, “Augmented reality for maritime navigation: The
next generation of electronic navigational aids,” Proc. 7th Marine
Transportation System Research & Technology Coordination Conf.,
Washington, D.C., Nov. 2004.

[5] T.A. Dingus and M.C. Hulse, “Preliminary human factors test and
evaluation of the TravTek and highway driver’s assistant conceptual
design,” submitted to General Motors, Moscow, ID: Human Factors
Research Institute, University of Idaho, 1990.

[6] M.R. Ensley, “Toward a theory of situation awareness in dynamic
systems,” Human Factors, vol.37, pp.85–104, restated in Stress,
Workload, and Fatigue, ed. A.P. Hancock, p.445, Lawrence Erlbaum
Associates, 1995.

[7] D.C. Foyle, A.D. Andre, and B.L. Hooey, “Situation awareness in an
augmented reality cockpit: Design, viewpoints and cognitive glue,”
Proc. 11th Int. Conf. on Human Computer Interaction, Las Vegas,

NV, 2005.
[8] R.G. Golledge, “Place recognition and wayfinding: Making sense of

space,” Geoforum, vol.23, no.2, pp.199–214, 1992.
[9] S.G. Hart and L.E. Staveland, “Development of NASA-TLX (Task

Load Index): Results of empirical and theoretical research,” in Hu-
man Mental Workload, ed. P.A. Hancock & Meshkati, Amsterdam,
North Holland, 1988.

[10] Z. Hu and K. Uchimura, “Real-time data fusion on tracking camera
pose for direct visual guidance,” Proc. Intelligent Vehicles Sympo-
sium, IEEE, 2004.

[11] Z. Hu, K. Uchimura, and F. Lamosa, “Towards a new generation
of car navigation system-data fusion technology in solving camera
registration problem,” Proc. 11th World Congress on ITS, Nagoya,
Japan, 2004.

[12] iNavi, http://www.inavi.co.kr, accessed March 30, 2010.
[13] S. Jang, Location-based augmented reality for car navigation sys-

tem, M.S. thesis, KAIST, 2004.
[14] H. Kawasaki, M. Murao, K. Ikeuchi, and M. Sakauchi, “Enhanced

navigation system with real images and real-time information,” Proc.
8th World Congress on Intelligent Transport System, 2001.

[15] B. Kim and J. Lee, “Driving condition and modality effect of in-
vehicle navigation system on driving performance and mental work-
load,” Korean Journal of Industrial and Organizational Pshychology,
vol.13, no.1, pp.23–40, 2000.

[16] G. Labiale, “In-car read information: Comparison of auditory and
visual presentation,” Proc. Human Factors Society 34th Annual
Meeting, pp.623–627, 1990.

[17] J. Lee, “Analysis of driver’s front-to-rear-end collision avoidance be-
havior using a driving simulation study,” Korean Journal of Indus-
trial and Organizational Psychology, vol.13, no.2, pp.53–73, 2000.

[18] J. Lee, J. Forlizzi, and S.E. Hudson, “Studying the effectiveness
of move: A contextually optimized in-vehicle navigation system,”
Proc. CHI, pp.571–580, Portland, 2005.

[19] Y.C. Lee, J.D. Lee, and L.N. Boyle, “Visual attention in driving:
The effects of cognitive load, and visual disruption,” Human Factors,
vol.49, no.4, pp.721–733, 2007.

[20] Mappy, http://www.mappy.co.kr, accessed March 30. 2010.
[21] J.A. Michon, “A critical review of driver behavior models,” in Hu-

man Behavior and Traffic Safety, ed. L. Evans and R.G. Schwing,
pp.485–520, Plenum Press, New York, 1985, restated in Modeling
Driver Bahaviour in Automotive Environments, ed. C. Cacciabue,
p.106, Springer, 2007.

[22] W. Narzt, G. Pomberger, and A. Ferscha, “A new visualization con-
cept for navigation systems,” LNCS 3196, pp.440–451, 2004.

[23] A. Pauzie, “A method to assess the driver mental workload: The
driving activity load index (DALI),” IET Intell. Transp. Syst., vol.2,
no.4, pp.315–322, 2008.

[24] D.D. Salvucci and J.H. Goldberg, “Identifying fixations and sac-
cades in eye-tracking protocols,” Eye Tracking Research and Ap-
plications Symposium, 2000.

[25] A. Sato, I. Kitahara, Y. Kameda, and Y. Ohta, “Visual navigation
system on windshield head-up display,” 13th World Congress and
Exhibition on Intelligent Transport Systems and Services, 2006.

[26] J. Schreiber, “Bridging the gap between useful and aesthetic maps
in car navigation systems,” Proc. MobileHCI, Bonn, Germany, Sept.
2009.

[27] Sony XYZ http://www.sony.jp/nav-u/mapug/xyz/, accessed March
30, 2010.

[28] A. Stokes, C. Wickens, and K. Kite, “Display technology: Human
factors concept,” PA: Society of Automotive Engineers, Warrendale,
1990.

[29] J.M. Sullivan, J. Bärgman, G. Adachi, and B. Schoettle, “Driver
performance and workload using a night vision system,” UMTRI-
2004-8, The University of Michigan Transportation Research Insti-
tute, 2004.

[30] J. Theeuwes, “The effects of road design and driving,” in Traffic
Psychology Today, pp.241–264, Kluwer Academic Publisher, 2001.



KIM and WOHN: EFFECTS ON PRODUCTIVITY AND SAFETY OF MAP AND AUGMENTED REALITY NAVIGATION PARADIGMS
1061

[31] S. Uang and S. Hwang, “Effects on driving behavior of congestion
information and of scale of in-vehicle navigation system,” Trans-
portation Research, 11C, pp.423–438, 2003.

[32] M. Wakabayashi, Chizuno Souzyoryoku (Imagination of the map),
Kodansha, 1995.6, ISBN 978-4-06-258050-2.

[33] C.D. Wickens, H.D. Lee, Y. Liu, and S.E. Gordon Becker, An Intro-
duction to Human Factors Engineering, 2nd ed., pp.436–465, Pear-
son Prentice Hall, 2004.

[34] C.D. Wickens and C.M. Carswell, “Information processing,” in
Handbook of Human Factors and Ergonomics, 3rd ed., ed. G.
Salvendy, p.131, John Wiley & Sons, 2006.

[35] C.D. Wickens, M. Vincow, and M. Yeh, “Design applications of vi-
sual spatial thinking: The importance of frame of reference,” in the
Cambridge Handbook of Visual Spatial Thinking, ed. A. Miyaki and
P. Shah, pp.383–425, Cambridge University Press, 2005.

[36] Y. Yamaguchi, T. Nakagawa, K. Akaho, M. Honda, H. Kato, and S.
Nishida, “AR-Navi: An in-vehicle navigation system using video-
based augmented reality technology,” Human Interface, Part II, HCII
2007, LNCS 4558, pp.1139–1147, 2007.

Kyong-Ho Kim received Ph.D. degree in
Computer Science from KAIST, Korea in 2010.
He received B.S. and M.S. degrees in Elec-
tronic Engineering from Kyungpook National
University, Korea in 1993 and 1995, respec-
tively. Since 1995, he has been a research mem-
ber of Electronics and Telecommunications Re-
search Institute (ETRI). His research interests
include Virtual Reality, Augmented Reality, and
HCI.

Kwang-Yun Wohn received Ph.D. degree in
Computer Science from University of Maryland
in 1984 and M.S. degrees in Computer Science
from University of Wisconsin, USA in 1981. He
received B.S degree in Applied Physics from
Seoul National University, Korea in 1974. He
was researcher of Harvard University during
1984∼1986 and professor of University of Penn-
sylvania during 1986∼1990. He is currently pro-
fessor in the Department of Computer Science
and the Graduate School of Culture Technology,

KAIST, Korea. His research interests include Computer Graphics, Virtual
Reality, HCI, and Culture Technology.


