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PAPER

Enhancing Document Clustering Using Condensing Cluster Terms
and Fuzzy Association

Sun PARK†a), Member and Seong Ro LEE††, Nonmember

SUMMARY Most document clustering methods are a challenging is-
sue for improving clustering performance. Document clustering based on
semantic features is highly efficient. However, the method sometimes did
not successfully cluster some documents, such as highly articulated docu-
ments. In order to improve the clustering success of complex documents
using semantic features, this paper proposes a document clustering method
that uses terms of the condensing document clusters and fuzzy associa-
tion to efficiently cluster specific documents into meaningful topics based
on the document set. The proposed method improves the quality of doc-
ument clustering because it can extract documents from the perspective
of the terms of the cluster topics using semantic features and synonyms,
which can also better represent the inherent structure of the document in
connection with the document cluster topics. The experimental results
demonstrate that the proposed method can achieve better document clus-
tering performance than other methods.
key words: document clustering, non-negative matrix factorization (NMF),
semantic features condensing cluster term, fuzzy association, synonyms,
WordNet

1. Introduction

There has been much research on information retrieval, in-
formation filtering, automatic summarization, and topic ex-
traction in document clustering. As a effective technique,
document clustering has received greater attention through
the rapid growth of large sources of textual data, such as on-
line news, blogs, Twitter, Facebook, emails, and messages
boards [1], [6], [7], [17]–[19]. Traditional document cluster-
ing methods are based on the bag of words (BOW) model,
which represents documents with features such as weighted
term frequencies. However, these methods ignore the se-
mantic relationship between the terms within a document
set. The clustering performance of the BOW model is de-
pendent on the distance measure of document pairs. How-
ever, the distance measure cannot reflect the real distance
between two documents [6], [7], [18].

To resolve the shortcomings of the BOW model, on-
tological and semantic feature methods are usually em-
ployed. Ontological methods exploit external resources (or
knowledge) that use the term ontology from WordNet and
Wikipedia to improve the BOW term representation. How-
ever, it is often difficult to locate a comprehensive ontology
that covers all concepts mentioned in the collection [6], [7],
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[18]. The semantic feature method uses the internal struc-
ture (or knowledge) of the document set, which can accu-
rately identify the document set topics from their semantic
features based on a factorization technique.

Recently, other techniques for document clustering
including non-negative matrix factorization (NMF) [21],
concept factorization [20], adaptive subspace iteration
(ASI) [11], clustering with local and global regularization
(CLGR) [19], and latent semantic analysis (LSA) [15] have
been proposed, which are collectively referred to as factor-
ization techniques. These methods have been studied in-
tensively and although they have many advantages, the suc-
cessful construction of a semantic features from the original
document set remains limited regarding the organization of
very different documents or the composition of similar doc-
uments [8], [10], [11], [13]–[16], [19]–[21].

To solve the internal structure restrictions in previ-
ous works [13]–[16], four document clustering methods
have been proposed that use NMF with cluster refine-
ment [13], weighted semantic features with cluster similar-
ity [14], fuzzy association based on latent semantic analysis
(LSA) [15], and fuzzy relationships depending on semantic
features [16]. However, the results of these methods are in-
fluenced by the structure of the original document set [8],
[20], [21].

In this paper, the focus is placed on internal knowledge
methods. Internal knowledge methods use semantic features
through representations of the inherent structure of docu-
ment set to be derived from factorization methods. In order
to resolve the limitations of the semantic feature methods,
this paper proposes a document clustering method that uses
the fuzzy association between the terms in the document set
and the summarization of the document cluster.

In the proposed method, important terms for describ-
ing document cluster are extracted first using the semantic
features of non-negative matrix factorization (NMF), which
represents the inherent structure of the document set topic.
The semantic feature can easily identify an appropriate doc-
ument from the document set for the cluster topics. Sec-
ond, to successfully cluster documents from the semantic
features depending on the composition of the document set
complexity, the extracted terms were expanded using syn-
onyms from WordNet for suitable cluster topics. The ex-
panded terms in the cluster topics can discriminate between
documents that have a high similarity and ones that are ir-
relevant to the topic. It also resolves the cost problem sur-
rounding the construction of ontology because the terms of
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the summarizing cluster are only expanded through the syn-
onyms. Finally, the clustering results can be enhanced by
exploiting the fuzzy association based on the terms of the
condensing clusters and the terms of the documents. Fuzzy
association assists in easily capturing similar documents in
connection with the terms of representing cluster topics.

In the present study, the previous works [13]–[16] were
modified because while they have advantages in clear iden-
tification of the cluster topic of compared with the inter-
nal knowledge methods [11], [19]–[21], they are restricted
within the structure of original document set since the meth-
ods only use internal knowledge from the documents. Thus,
the proposed method combines the advantages of the ex-
ternal and internal knowledge methods using the terms of
the condensed document cluster using semantic features and
synonyms from WordNet.

The remainder of the paper is organized as follows.
Section 2 describes the related works regarding document
clustering methods, and Sect. 3 reviews the NMF and fuzzy
association methods. Section 4 presents the proposed doc-
ument clustering method, while Sect. 5 describes the pro-
posed document clustering algorithm. Then, Sect. 6 shows
the evaluation and experimental results, and Sect. 7 con-
cludes the paper.

2. Related Works

Generally, clustering methods fall into three types: parti-
tioning, hierarchical, and density-based clustering. Parti-
tioning clustering directly clusters the document set into k
disjointed cluster labels where the documents in one clus-
ter label are more closely related than documents in another
cluster label. Hierarchical clustering successively groups
documents that are close to one another, until all groups
are merged into one through building cluster trees. Density-
based clustering gathers the neighborhood documents of one
document set in a cluster label using density conditions.
However, most of these methods use distance functions as
object criteria based on the BOW model and are not effec-
tive in high dimensional spaces in relation to document clus-
tering [1]–[3], [6], [7], [11], [17].

Recently, a knowledge-based document clustering
method, which is used to increase the efficiency of document
clustering, has been proposed; this method can be divided
into external knowledge and internal knowledge. The ex-
ternal knowledge uses external resources that constructs the
knowledge ontology from external sources such as Word-
Net [5], Mesh [23], Wikipedia [6], [7], etc. However, these
methods have a high cost due to the organization of the on-
tology with the appropriate information connected with the
topics from the ontology coverage limitation and due to in-
formation loss in the document set [7]. Internal knowledge
methods use semantic features by representing the inherent
structure of document set that will be derived using factor-
ization methods. However, the results of these methods are
influenced by the structure of the original document set [8],
[20], [21].

In the internal knowledge methods approach, Li
et al. [11] proposed a document clustering algorithm, called
the adaptive subspace iteration (ASI), which explicitly mod-
els the subspace structure and works well for high dimen-
sional data. This is influenced by the composition of the
document set for document clustering. To overcome the
orthogonal problem of latent semantic indexing (LSI), Xu
et al. [21] proposed the document partitioning method based
on non-negative matrix factorization (NMF) in given doc-
ument corpuses. The results from the addressed methods
have a stronger semantic interpretation than LSI and the
clustering result can be derived easily using the semantic
features of NMF. However, this method cannot be kernel-
ized because the NMF must be performed in the original
feature space of the data points [20]. To resolve the limita-
tion of the NMF method, Xu and Gong [20] modeled each
concept as a linear combination of data points and cluster
centres called concept factorization. Li and Ding [10] pre-
sented an overview and summary of various matrix factor-
ization algorithms for clustering, and analyzed their rela-
tionships theoretically. To overcome the problems of the
partitioning methods [19], Wang and Zhang used clustering
with local and global regularization (CLGR), which uses lo-
cal label predictors and global label smoothness regulariz-
ers. They achieved satisfactory results because the CLGR
algorithm uses fixed neighborhood sizes. However, the dif-
ferent neighborhood sizes deteriorate the final clustering re-
sults [19].

3. NMF and Fuzzy Association

3.1 Non-Negative Matrix Factorization

This paper defines the matrix notation as follows. Let the
j’th column vector and the i’th row of matrix X be X∗ j and
Xi∗, respectively. Thus, assume that Xi j shows the element
of the i’th row and the j’th column in the same matrix X.

The NMF can represent an individual object as the non-
negative linear combination of the section of information
extracted from a large volume of objects [8], [9], [20], [21];
furthermore, it can easily extract the semantic features rep-
resenting the inherent structure of data objects [8]. NMF al-
gorithm is summarized as follows. Let the NMF decompose
a m × n matrix X into a non-negative matrix W and a non-
negative matrix H. The W and H matrices, having semantic
features related to the inherent structure of the original ma-
trix X, can be expressed as follows:

X ≈ WH (1)

where W and H are m × r and r × n non-negative matrices,
respectively, and r is the number of semnatic features. Usu-
ally, r is chosen to be smaller than m or n, so that the size of
W and H are smaller than that of the original matrix X. To
distinguish the semantic feature matrices, matrices W and H
are have been called the semantic feature matirx W and the
semantic variable matrix H by Lee and Seung [8], [9].
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To factorize the original matrix, the NMF uses an ob-
jective function that minimizes the Euclidean distance be-
tween two non-negative matrices, and then updates the rules.
As an objective function, the Frobenius norm is used as fol-
lows [8], [9]:

ΘE(W,H)≡‖X−WH‖2F ≡
m∑

i=1

n∑

j=1

⎛⎜⎜⎜⎜⎜⎝Xi j−
r∑

l=1

WilHl j

⎞⎟⎟⎟⎟⎟⎠
2

(2)

Then, W and the H are updated until ΘE(W,H) con-
verges under the predefined tolerance. The update rules are
as follows:

Hαβ ← Hαβ
(WT X)αβ

(WT WH)αβ
,Wiα ← Wiα

(XHT )iα

(WHHT )iα
(3)

An example of matrices W and H is illustrated and
demonstrates how they are composed of semantic features
from the original matrix X in Example 1. Example 1 uses
Eq. (2) and (3) to exemplify the NMF algorithm result as
follows.

Example 1. Let r be 3, the number of repetitions be 50, and
the tolerance be 0.001. When the initial elements of the W
and H matrices are 0.5, matrix X is decomposed into the W
and H matrices, as shown in Fig. 1.

A column vector corresponding to the j’th document
X∗ j, can be represented as a linear combination of the se-
mantic feature vectors W∗l and the semantic variable Hl j, as
follows:

X∗ j =

r∑

l=1

Hl jW∗l (4)

Figure 2 shows an example of the document representa-
tion in relation to the semantic features as shown in Eq. (4).
The column vector X∗3 in Fig. 1, corresponding to the third
document, is represented as a linear combination of the se-
mantic feature vectors W∗l and an element of the semantic
variable vector H∗3.

The advantages of the NMF are that all semantic vari-
ables (Hl j) are used to represent each document. W and H

Fig. 1 Result of the NMF algorithm.

Fig. 2 Example of document representation using semantic feature vec-
tors and semantic variable vectors.

are sparsely represented. Intuitively, the sparse property of
semantic features indicates that it is sensible for each doc-
ument to be associated with a small subset of a large ar-
ray of topics (W∗l), rather than just one topic or all topics.
This means that some semantic features in documents cover
the cluster. Thus, semantic features can easily identify the
topic of a particular document cluster. For each semantic
feature (W∗l), NMF groups the semantically related terms
together [8], [20], [21].

3.2 Fuzzy Association

Fuzzy association applied in information retrieval is used in
the proposed method for the clustering document. Fuzzy as-
sociation [4], which constructs the index terms from a doc-
ument set, uses the fuzzy set theory [18], [22] to model the
vagueness within the information retrieval. Fuzzy associ-
ation in document clustering is formalized within the fuzzy
set theory and based on the definition of fuzzy association. It
uses the association between the terms to improve the clus-
tering results in the document set. The construction of fuzzy
association between the terms is defined as follows [4], [22].

Definition 1. A fuzzy association between two finite
sets X = {x1, . . . , xu} and Y = {y1, . . . , yv} is formally defined
as a binary fuzzy association f : X×Y → [0, 1], where u and
v represent the numbers of elements in X and Y , respectively.

Definition 2. Given a set of index terms, T = {t1, . . . ,
tk}, and a set of documents, D = {d1, . . . , dn}, each ti is de-
scribed by a fuzzy set h(ti) of documents; h(ti) = {F(ti, d j) |
∀d j ∈ D}, where F(ti, d j) is the significance, or membership,
degree of ti, in d j.

Definition 3. The fuzzy related terms (RT) association
is based on the evaluation of the co-occurrences of ti and t j

in the set D and can be defined as follows:

RT (ti, t j) =

∑

k

min(F(ti, dk), F(t j, dk))

∑

k

max(F(ti, dk), F(t j, dk))
(5)

4. Proposed Document Clustering Method

This study proposes a document clustering method using
fuzzy association dependent on the terms of a summarizing
document cluster using NMF and WordNet. The proposed
method consists of three phases: preprocessing, extracting
terms, and clustering document, as shown in Fig. 3. In the
subsections below, each phase is explained in full.

4.1 Preprocessing

In the preprocessing phase, van Rijsbergen’s stop words list
is used to remove all stop words, and word stemming is re-
moved using Porter’s stemming algorithm [2], [17]. Then,
the term document matrix A is constructed from the docu-
ment set [1], [2], [17]. Let A be m×n terms by the documents
matrix, where m is the number of terms and n is the number
of documents in the document set.
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Fig. 3 Document clustering method using terms of condensing cluster
and fuzzy association.

4.2 Extracting Terms

This section extracts the terms that can well represent the
document cluster properties using the NMF and synonyms
from WordNet. The extracting term phase consists of the
extracting the terms of the condensing cluster and expanding
the terms using synonyms. The extracted terms are used in
the clustering document phase for the clustering document
with respect to a topic in the document cluster.

4.2.1 Extracting Terms of the Condensing Cluster

In this section, the terms of the condensing cluster that can
well summarize the document cluster topic are extracted
using the semantic features of the NMF. The extracting
terms of the condensing cluster method in Fig. 3 (b) is de-
scribed as follows. Let r be the number of clusters, and
then the preprocessing phase is performed. Next, NMF is
performed on the document set A to obtain the two non-
negative matrices W and H. Matrix W is used to extract
the terms of condensing cluster. The term Aic is assigned to
the condensing cluster term CT p if p = arg max

1≤c≤r
{Wic} and

Wic ≥ avs f v. Here, CT is the term sets of the condens-
ing cluster, CT = {CT 1,CT 2, . . . ,CT r}, from each cluster
r with respect to the extracting and expanding terms. The
average semantic feature value, avs f v, is as follows:

avs f v =

n∑

i=1

r∑

j=1

Wi j

n × r
(6)

The semantic feature matrix W represents the inherent
structure of the document set in relation to its terms. The
semantic feature values also indicate how much the term re-
flects the cluster topics. In this paper, the average semantic
feature value is used to extract the cluster terms because the
terms that correspond to a very small value of the semantic
feature are meaninglessness in relation to the cluster topics.

An example of the extracting terms of the condensing
cluster are illustrated in Example 2 for exemplification of
the proposed method. Example 2 using the NMF and Eq. (6)
exemplifies the results of the extracting terms.

Table 1 Term document matrix.

Table 2 Semantic features matrix W by NMF from Table 1.

Table 3 Result of extracting terms of condensing cluster from Table 2.

Example 2. Table 1 shows the term document matrix with
respect to seven documents and seven terms. Table 2 shows
the semantic features matrix W obtained through the NMF
from Table 1. In Table 2, r is the number of clusters cor-
responding to the number of semantic feature column vec-
tors, and t is the term that corresponds the semantic feature
values in the row vector. The terms of the condensing clus-
ter with the top rank semantic feature values are extracted
in each row in Table 2. The terms of the condensing clus-
ter are selected over the average semantic feature value (i.e.
avs f v = 1.7679). Table 3 shows the results of the extracted
terms of the condensing cluster from Table 2 using the pro-
posed method. In Table 3, the terms with the top rank se-
mantic value are able to well cover the cluster topic, there-
fore the term of cluster t demonstrates the relatability of the
cluster topic r.

4.2.2 Expanding the Terms Using Synonyms

Document sets belong to a particular topic and can be related
to several topics. The topics overlap among the related top-
ics and are not completely independent of each other due to
restrictions within the overlap properties in the cluster top-
ics. The condensing cluster terms may restrict the cluster
documents using the topic properties and document compo-
sition. To overcome the limitations of condensing the clus-
ter terms, they are expanded using synonyms from Word-
Net. The concept behind this approach attempts to expand
terms by exploring the document set for more relevant the
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Table 4 Result of synonyms ordered using the estimated noun frequency
from “term” by WordNet v2.1.

properties of the cluster topics. WordNet, which is created
and maintained by Princeton University, is a lexical database
based on psycholinguistic principles for the English lan-
guage. English words in WordNet are encoded into concepts
in terms of sets of synonyms, called synsets, which pro-
vide various semantic relationships between the synonym
sets [12].

The expanding terms method in Fig. 3 (c) is described
as follows. The extracted term is expanded through the syn-
onyms from WordNet as a basic function with respect to the
rank of the estimated noun frequency. Then, the synonyms
of the terms from the condensing cluster matrix CT are con-
structed using the expanding terms for each cluster. In this
paper, only synonyms of nouns are used for the expanding
terms since many terms are expanded through the verb syn-
onyms over a range of cluster topics.

Example 3. An example of the expanding terms is il-
lustrated using WordNet release 2.1. Table 4 shows the
synonyms ordered by the estimated noun frequency of the
“term”.

4.3 Clustering Document by Fuzzy Association

This section presents the clustering of documents using
fuzzy association and the condensing cluster terms. The
document clustering results can be improved because fuzzy
association assists clustering to identify a highly similar
documents with respect to the terms of the summarizing
cluster. The proposed method is described in Figs. 3 (d) and
3 (e).

In Fig. 3 (d), the term correlation matrix M is con-
structed using the fuzzy RT association presented in Eq. (7).
It uses the relationship between the expanded terms of the
condensing cluster and the terms of the document set. Ta-
ble 5 shows an example of the term correlation matrix using
Eq. (7) from Table 1. A simplification of the fuzzy RT asso-
ciation [4] of Eq. (5) based on the co-occurrence of terms is
given as follows:

f ai, j =
ni, j

ni + n j − ni, j
(7)

where f ai, j represents the fuzzy RT association between the

Table 5 Term correlation matrix from Table 1 by the fuzzy RT associa-
tion.

Table 6 Results of document clustering from Table 5.

terms i and j, ni, j is the number of documents containing
both i’th and j’th terms, ni is the number of documents in-
cluding the i’th term, and n j is the number of documents
including the j’th term.

In Table 5, the term correlation matrix is a 7 × 7 sym-
metric matrix, whose element, mi j, has a value on the inter-
val [0, 1], with 0 indicating no relationship and 1 indicating
a full relationship between terms ti and t j. Therefore, mi j is
equal to 1 for all i = j since a term has the strongest rela-
tionship with itself [4].

In Fig. 3 (e), the membership degree μi, j is calculated
using Eq. (8). Then, a document di is clustered into cluster
C j where the membership degree μi, j is the maximum. Here,
fuzzy association is used to capture the relationships be-
tween different terms within documents; each pair of terms
has an associated value in order to distinguish itself from a
document cluster. This, ambiguity can be avoided in term
usage for effective document clustering. Table 6 shows the
results of document clustering using Eq. (8) from Tables 3
and 5.

The membership degrees [4] between each document
in each cluster set are defined as follows:

μi, j =
∑

∀ta∈di

⎡⎢⎢⎢⎢⎢⎢⎢⎣1 −
∏

∀tb∈CT j

(1 − f aa,b)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (8)

where μi, j is the membership degree of di belonging to C j,
and f aa,b is the fuzzy association between term ta ∈ di and
term tb ∈ CT j. CT is a set of condensing cluster terms.

In Table 6, the terms of condensing cluster from Table 3
are used without the expanded terms for a simple explana-
tion in relation to the clustering document process.

5. Proposed Document Clustering Algorithm

In Sect. 4, the proposed method that can extract the condens-
ing cluster terms and the documents clustered for document
clustering were explained. Therefore, the following docu-
ment clustering algorithm is proposed in connection with
Sect. 4.
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In lines 2 to 6, the extracting terms of the condens-
ing cluster phase use the semantic features according to the
NMF. In line 7, the expanding terms phase uses the syn-
onyms from WordNet. In lines 8 to 12, the clustering doc-
ument phase uses fuzzy association between the expanded
terms and the terms of document set.

6. Performance Evaluation

To evaluate the proposed method, the Reuters† document
corpora composed of 21,578 documents, which are grouped
into 135 clusters, was used. Documents in Reuters main-
tain multiple cluster labels with documents in each cluster
having a broader variety of content [19]. Mixed documents
were randomly chosen from multiple clusters of the Reuters
documents and selected k documents among the remainder.
The k documents were applied to the proposed clustering
process. The result is evaluated by comparing the similarity
between the clusters using clustering methods and those of
Reuters.

A normalized mutual information metric MI was used
to measure the document clustering performance [11], [15],
[19]–[21]. To measure the similarity between the two
sets of document clusters C = {c1, c2, . . . , ck} and C′ =
{c′1, c′2, . . . , c′k}, the following mutual information metric
MI(C,C′) was used:

MI(C,C′) =
∑

ci∈C,c′j∈C′
p(ci, c

′
j) · log2

p(ci, c′j)

p(ci) · p(c′j)
(9)

where p(ci) and p(c′j) denote the probabilities that a doc-
ument arbitrarily selected from the corpus belongs to ci

and c′j, respectively, and p(ci, c′j) denotes the joint proba-
bility that the selected document simultaneously belongs to
ci as well as c′j. MI(C,C′) takes values between zero and
max(H(C),H(C′)), where H(C) and H(C′) are the entropies
of C and C′, respectively. The metric does not need to lo-
cate the corresponding counterpart in C′, and the value is

Fig. 4 Evaluation results of performance comparison.

maintained for all permutations. The normalized metric,
MI, which takes values between zero and one, was used as
shown in Eq. (10) [11], [15], [19]–[21]:

MI(C,C′) =
MI(C,C′)

max(H(C),H(C′))
(10)

The evaluation was conducted by comparing it with seven
document clustering methods using the same data corpora,
and then implemented eight different document clustering
methods: SFNMF, FNMF, FLSA, RNMF, KM, NMF, ASI,
and CLRG. The KM is a general clustering method using
k-means based on a traditional partitioning clustering tech-
nique for document clustering [1], [3], [17]. The SFNMF,
FNMF, FLSA, RNMF, NMF, ASI, and CLRG methods are
internal knowledge methods based on factorization tech-
niques for document clustering. SFNMF denotes the pro-
posed method described within this paper; FNMF denotes
the previously proposed method using the NMF and fuzzy
relationship [16]. FLSA is the previously proposed method
using LSA and fuzzy association [15], and RNMF is the
method proposed previously using NMF and cluster refine-
ment [13]. NMF denotes Xu’s method using non-negative
matrix factorization [21]. ASI is Li’s method using adap-
tive subspace iteration [11]. Lastly, CLRG denotes Wang’s
method using local and global regularization [19].

The evaluation study was conducted for the cluster
numbers ranging from 2 to 10, as shown in Fig. 4. For each
given cluster number k, 50 experiments were performed
on different randomly chosen clusters, and the final perfor-
mance values were averaged the values obtained from run-
ning experiments. As seen in Fig. 4, the average normalized
metric MI of SFNMF is 26.08% higher than that of KM,
21.39% higher than that of NMF, 20.64% higher than that
of ASI, 12.96% higher than that of CLRG, 9.24% higher
than that of RNMF, 6.53% higher than that of FLSA, and
3.52% higher than that of FNMF.

To better understand the reason why the proposed
method is more effective than the general clustering
method [1], [3], [17] and internal knowledge methods [16],
[21], the influence of external knowledge with synonyms is
analyzed from the clustering methods in Fig. 5, which shows

†http://kdd.ics.uci.edu/databases/reuters21578/
reuters21578.html
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Fig. 5 Evaluation results from the comparison of semantic features or
synonyms.

the comparison results of the average normalized metric MI
with respect to the four clustering methods. Here, the KM
uses only the distance measure between documents for clus-
tering documents based on the BOW model. The NMF uses
only the semantic features that reflect the relationship be-
tween the documents and cluster topics; however, it does not
reflect the concern between the document features and clus-
ter topics. The FNMF uses the fuzzy relationship between
the documents and semantic features representing the inher-
ent structure of the cluster topics for clustering documents.
The SFNMF uses fuzzy association between the document
set terms and condensing cluster topic terms for the cluster-
ing document.

In Fig. 5, the comparison results of the FNMF and
SFNMF are stronger than those of the KM and NMF. The
FNMF sufficiently represents the hidden topics of the clus-
ters using fuzzy relationships based on semantic features;
however, the vector distance of KM and semantic features
of NMF are not sufficient to reflect the latent topics of the
documents to the cluster. The SFNMF showed the best per-
formance, because it uses the terms of the summarizing clus-
ter topics that rely on the semantic features of the internal
knowledge and the synonyms of the external knowledge,
which can reflect the fitness of the documents to the cluster
topics. Also, it efficiently clusters documents using fuzzy
association depending on the terms of the condensing clus-
ter. Thus, the proposed method is able to more successfully
identify similar documents in each cluster, when compared
with other clustering methods.

7. Conclusion

This paper presents a document clustering method using
fuzzy association and the terms of the condensing cluster
topics based on semantic features and synonyms. The pro-
posed method uses the semantic features depending on the
NMF and synonyms from WordNet to extract terms for the
summarizing cluster, which are well covered within the ma-
jor topics of the document set. It also uses fuzzy association
between the terms of the document set and the terms of the
condensing cluster to improve the quality of the document
clustering. It was demonstrated that the normalized mutual

information is higher than the internal knowledge and gen-
eral clustering methods for Reuters test collections using the
proposed method.
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