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PAPER

Patent Registration Prediction Methodology Using Multivariate
Statistics

Won-Gyo JUNG†a), Member, Sang-Sung PARK†b), and Dong-Sik JANG†c), Nonmembers

SUMMARY Whether a patent is registered or not is usually based on
the subjective judgment of the patent examiners. However, the patent ex-
aminers may determine whether the patent is registered or not according
to their personal knowledge, backgrounds etc. In this paper, we propose
a novel patent registration method based on patent data. The method esti-
mates whether a patent is registered or not by utilizing the objective past
history of patent data instead of existing methods of subjective judgments.
The proposed method constructs an estimation model by applying multi-
variate statistics algorithm. In the prediction model, the application date,
activity index, IPC code and similarity of registration refusal are set to the
input values, and patent registration and rejection are set to the output val-
ues. We believe that our method will contribute to improved reliability
of patent registration in that it achieves highly reliable estimation results
through the past history of patent data, contrary to most previous methods
of subjective judgments by patent agents.
key words: patent, neural network, pattern recognition, data mining, text
mining

1. Introduction

A patent is a set of exclusive rights granted to an inventor
or their assignee for a limited period of time in exchange
for public disclosure of an invention [1]. The patent grant is
usually reviewed by the patent examiners after its specifica-
tion is applied [2]. However, for granting the patent, a patent
application should fulfill the specific conditions prescribed
in patent law. The patent application must include one or
more claims defining the invention based on novelty, in-
ventive steps, and industrial application [3]. Inventions pre-
scribed in patent law mean not only technology, but also ad-
vanced technological ideas based on laws of nature. A tech-
nological idea is an abstract and conceptual idea which does
not reach a certain level of practical use, whereas a tech-
nology is a specific tool utilized in real industry. Whether
inventions are based on laws of nature or not is determined
by the claims written in the patent applications. Inventors
do not have to prove the laws of nature. They can simply
use the laws of nature based on their experience. Also, in-
ventions must show a certain level of creativity [4].

A “novelty” means that the claims defining the inven-
tion should not be publically released. The principle that a
patent must be new was prescribed in England (1623) and
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has become one of the basic principles for the patent sys-
tem [5]. However, even a patent granted to a low-level tech-
nology can hinder industrial development, so the patent of-
fice prescribes inventive steps for patentability to rule out
inventions which do not reach a certain level of practical
use as well as to protect creative inventions. Inventions are
considered “inventive steps” according to whether they are
simply made by precedent technology. Also, since patent
law aims to develop industry, a patent which is not appli-
cable for industry is worthless. An “industrial application”
means that inventions must be utilized in real industry or
will be in the near future. In this paper, we choose input
variables which meet the requirements of the patent, such as
novelty, inventive steps and industrial application [6].

In particular, patents have become important business
interests, so a number of companies invest their resources
in patent strategies [7]. Countries have also begun to rein-
force patent development policies at the national level, be-
cause a patent has become an indicator of technical competi-
tive strength [8]. As the importance of patents increases, the
amount of patent applications has also increased. Figure 1
shows the growth rate of patent applications from 2000 to
2009. However, the patent registration ratio is below 50%
in spite of the high rate of patent applications, since a lot
of human and economic resources are needed to register a
patent [9]. Therefore, most companies will operate at a loss
when their patent applications are rejected due to similar
technologies. To prevent such economic losses, in general,
companies research all similar patents beforehand using a
keyword search in databases. And this type of patent re-
search is characterized by the subjective judgment of the
patent examiners [10].

Therefore, we present a patent registration prediction
method to avoid subjective judgments and automate the in-

Fig. 1 Increases in patent applications.
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creased patent review work. The proposed patent registra-
tion prediction method will estimate whether patent applica-
tions are registered or not by implementing a pattern recog-
nition method such as a neural network algorithm. In our
prediction method, the application date, activity index, IPC
code and similarity of registration refusal are set to the input
values, and the patent registration and rejection are set to the
output values. Similarity of registration refusal among input
values indicates similarities between patent applications and
rejected applications. We also experimented with patents in
a variety fields, such as Bluetooth, solar-energy, and hard-
disk technologies. The reminder of the paper is organized
as follows. In Sect. 2, we summarize the related work and
survey recent research trends. In Sect. 3, we present a patent
registration estimation method based on pattern recognition.
In Sect. 4, we empirically test the proposed method and
summarize the results. Finally, Sect. 5 concludes this study
with the expected effects by proposing directions for future
study.

2. Related Literature

Patent data not only indicates the technological contents of
the patent itself but also estimates the trends and emergence
of new technologies by analyzing the words, citations of
previously applied patents and the scope of claims in its
patent. From the study of Kutznets (1962), the patent infor-
mation is considered more useful than other indexes, such as
the possibility of gaining data, diversity in the range of data,
and amount of information of each technology for economic
analysis [11]. Especially, the citation analysis can draw fol-
lowing indexes; technology impact factor, patent life cycle
(Hirschey. 2001), economical value in the innovation activ-
ities, and technology combination and knowledge transfer
between nations (Tijssen. 2001) etc. And it was presented
that those indexes can measure quality level of technol-
ogy asset [12]–[14]. Yoon and Park (2004) extracted topic
words which explain the characteristics of patents through
data mining, and they found the relation between patents
based on the topic words and experimented with replacing
the functions of existing patent citations. In this experiment,
links are topic words extracted from patents, and duplicated
topic words and link distances are processed with a patent
index conversion technique. The results confirm that a gen-
eral patent index can judge the influence, lifespan, and tech-
nology duplication of patents as well as CII [15]. Lee (2003)
also analyzes the quality and quantity of Korean patents by
using patent indexes such as CII, and identifies technologi-
cal innovation in Korea from 1980 to 2001. This analysis is
based on the frequency of the patent index [16]. Yoo (2004)
use forward citation classification for American patents to
estimate how long a specific technology will continue to
have an influence [17]. Tseng (2007) draw patent maps by
using data mining techniques, and analyze the relation of
each technology. This paper aims to automate the whole
process, which not only helps create a final patent map for
topic analyses, but also facilitates or improves other patent

analysis tasks such as patent classification, organization,
knowledge sharing, and prior art searches [18]. Lanjouw
and Schankerman (2004) studies a correlation between the
patent quality and research productivity from the survey of
approximately 100,000 patents over the 7 technology areas,
applied by American manufacturing company from 1974 to
1993. As a result of this, it was revealed the patent quality
exerts a positive influence upon stock’s market value, and
the number of claims is the most powerful factor in the area
of 6 technologies [19]. Lin, Chen, and Wu (2007) also sur-
veys American patents over the 14 fields of biotechnology
and presents that the nationality of applicant, geographical
position, the number of claims are statistically associated
with cited times. On the other hand, there is a positive or
negative correlation between evaluation period and the cited
times [20]. Our research differs from existing studies as fol-
lows. Firstly, it is the first attempt to estimate the possi-
bility of patent registration based on pattern reorganization.
Secondly, at the point of the estimation model, we exper-
imented by comparing our model with other widely used
models. From the experiment, we proved that our model’s
performance is higher than that of the existing models.

3. Methodology

3.1 Neural Network Algorithm

The Neural Network (NN) used the Back Propagation Neu-
ral Network (BPN) which is an efficient learning method of
the Multi-Layer Perceptron (MLP). The BPN consists of a
3-layered feed-forward, which has a hidden layer between
the input and output layers [21].

The BPN learning method involves a learning process
that changes the initial connection weight value to a suitable
value. The forward stage presents the input pattern of the
neural network, and calculates the output using the input
and activation functions [22]. The activation function used
in the calculation of the connection weight was based on a
sigmoid function such as expression (1).

log sig(x) =
1

1 + exp(−x)
(1)

The output value of the hidden and output layers can by rep-
resented by expression (2) and (3).

h = log sig

⎛⎜⎜⎜⎜⎜⎝
n∑

i=1

wi jxi

⎞⎟⎟⎟⎟⎟⎠ (2)

y = log sig

⎛⎜⎜⎜⎜⎜⎜⎝
m∑

j=1

wjk x j

⎞⎟⎟⎟⎟⎟⎟⎠ (3)

xi = input variables
wjk = connection weight between the hidden and output
layers
wi j = connection weight between input and hidden layers

The backward stage renews the connection weight
which is an important element of learning. And, the error
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Fig. 2 Graphical representation of our NN model.

between the target and output values is found by calculating
expression (4), and then the connection weight between lay-
ers is sequentially renewed from the output to input layers
in order to minimize the error value. Through these stages,
it finds the final connection weight which minimizes the er-
ror.

e =

j∑

n=1

(y − t)2

2
(4)

We designed the number of input layers, hidden layers and
output layers in the NN as 4, 12, and 1 in each representa-
tion. The graphical representation of our NN is shown in
Fig. 2.

3.2 Performance Metrics

To estimate the success ratio of patent registration, the PSR
(Percent Success Rate) is chosen. The PSR is an intuitive
statistical method which identifies the estimation accuracy.
And, the PSR represents the number of samples correctly
identified divided by the total number of samples. The big-
ger the PSR, the better the performance. The PSR can be
formulated as in Eq. (5).

PSR =
Number of samples correctly identified

Total number of samples
(5)

Table 1 Summary of independent variables.

3.3 Data and Variable Definitions

To verify the performance of our model, 200 registered
patents and 200 rejected patent documents are chosen for
each Bluetooth, solar cell, and hard disk technology. And,
the total amount of data, used to construct the database for
our system was 12,000 documents. In the estimation model,
the patent date, IPC code, and similarity of registration re-
fusal are set as independent variables, and the registration
and rejection are set as dependent variables. For the study of
each technology, 350 training and 50 testing documents are
used. The summary of each independent variable is shown
in Table 1 along with a specific explanation.

3.3.1 Application Date Index

The application date refers to the date that the patents are ap-
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plied. Regarding the patents, the applied date represents the
time when the technologies are invented. Among the patent
requirements, “new” is determined based on the registered
date. The registered date is an important determining factor,
because patents can be rejected if similar technologies are
found before the registered date. In order to apply to our
estimation model, we generated random values of registered
data, called Application Date Index (ADI), ranging from 0
to 1. ADI can be formulated as in Eq. (6).

ADI =
Application date −Min(Application date)

Max(Application date) −Min(Application date)
(6)

3.3.2 Activity Index

Activity Index (AI) represents an index to identify the rela-
tive impact of the patent on the applicant’s specific technol-
ogy areas. If the AI is bigger than 1, it means relative patent
activity is vigorous. The AI can be formulated as in Eq. (7).
In order to apply to our estimation model, we generated ran-
dom values of AI ranging from 0 to 1.

AI =

The number of applicant’s specific technical areas
Total number of specific technical areas

Total number of applicants
Total number of patents

(7)

3.3.3 Division of IPC Code

The IPC Code (International Patent Classification Code) is a
patent classification system for use by any country. The IPC
code is presently using the eighth edition and is undergoing
continuous revision, The first edition was published in 1968.
The IPC Code undergoes revision according to technology
development because new technology patents are being con-
tinuously applied. Each ‘Section’ of the IPC Code is clas-
sified in ‘Table 2’, and reported by stage of ‘section→class
→subclass→maingroup→subgroup’.

The IPC Code generally uses variables for patent tech-
nology classification. Based on the data used in this paper,
the IPC code for Bluetooth technology is divided into three

Table 2 Section of IPC code (WIPO).

groups we named B1, B2 and B3. The IPC code for solar
battery technology is divided into four groups we named S1,
S2, S3 and S4. The IPC code for hard disk technology is di-
vided into three groups we named H1, H2 and H3. The IPC
code is classified according to Table 3.

3.3.4 Similarity of Registration Refusal

Similarity of registration refusal is a variable that represents
the level of similarity based on patent application refusals. A
text mining technique is applied to determine the similarity
of registration refusal [23]. Each word written in Abstract,
Title, Description, Claims of refused patents is arrayed ac-
cording to its frequency of use, and unnecessary words, e.g.
‘a’, ‘the’, ‘and’, ‘but’, ‘in’, ‘at’, etc., are eliminated in or-
der to calculate the frequency of each core word [24]. Fig-
ure 3 presents the extraction algorithm which calculates fre-
quency of the core words.

After the frequency of the core words are calculated,
the weights of the core words are calculated. The genera-
tion algorithm for the weights of the core words is shown in
Fig. 4.

The similarity value summarizes the results by multi-
plying by P∗iy based on the results of the Extraction Algo-
rithm for Core Words from unused patent documents in or-
der to construct an integrated DB of core words by using
Vi which is the weight of core words in the integrated DB.

Table 3 Division of IPC code.
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Fig. 3 Extraction algorithm for core words.

Fig. 4 Generation algorithm for weight of core words.

Figure 5 shows the selection algorithm for similarity value.
The data of application date index, activity index, divi-

sion of IPC code, and similarity of registration refusal in the
Bluetooth technology field is represented in Table 4.

Fig. 5 Selection algorithm for similarity value.

Table 4 Value of variables in the bluetooth technology fields.

4. Experiments and Results

4.1 NN Performance

The experiment results of our algorithm are shown in Ta-
ble 5. For the experiments, 50 testing documents includ-
ing registered patent applications and patent application re-
fusals were selected. Firstly, in the Bluetooth field, 27 reg-
istered patent applications were estimated to be registered
and 4 registered patent applications were estimated to be re-
fused. And, 16 patent application refusals were estimated to
be refused and 3 patent application refusals were estimated
to be registered. Secondly, in the solar cell field, 21 reg-
istered patent applications were estimated to be registered
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Table 5 Confusion matrix for NN prediction results.

Table 6 PSR for NN prediction results.

and 3 registered patent applications were estimated to be re-
fused. And, 25 patent application refusals were estimated to
be refused and 1 patent application refusal was estimated to
be registered. Finally, in the hard disk field, 17 registered
patent applications were estimated to be registered and 2
registered patent applications were estimated to be refused.
And, 27 patent application refusals were estimated to be re-
fused and 4 refusal patent applications were estimated to be
registered.

The PSR was calculated to verify the performance of
our model. The PSR was 0.86, 0.92, and 0.88 for the re-
spective Bluetooth, solar cell, and hard disk technology, and
the average for the three technologies was 0.89. The PSR
for the NN prediction results are summarized in Table 6.

4.2 Comparison to Other Models

We compared our model with other classification methods
using the same data. Specifically, we used traditional statis-
tical classification methods, such as the k-means algorithm
and logistic regression, and a discriminant analysis. Short
descriptions for each of these three classification methods
follow.

K-means is a well known simple unsupervised learning
algorithm. K-means calculates the distance of input data
using criteria based on a preset number of clusters and a
minimum cluster size. The algorithm is generally used be-
cause of its fast convergence. Normally, far less repetition is
needed compared to the initial number of data. In terms of
efficiency it does not guarantee an optimal value in that the
wrong result can be obtained by changing the initial value.
However, the right result can be obtained when another ini-
tial value is applied. The only weakness of this algorithm is
that the k value needs to be set, and if the distribution of the
data is not natural, the wrong result can be obtained [25].

Logistic regression is a generalization of linear regres-
sion. It is used primarily for predicting binary or multi-class
dependent variables. Because the response variable is dis-
crete, it cannot be modeled directly by linear regression.
Therefore, rather than predicting the point estimate of the
event itself, it builds a model to predict the odds of its oc-
currence. In a two-class problem, odds greater than 50%
refer to cases assigned to class ‘1’ or class ‘0’ otherwise.
While logistic regression is a very powerful modeling tool,

Table 7 Performance comparison of forecasting techniques.

it assumes that the response variable is linear in the coeffi-
cients of the predictor variables. Furthermore, the modeler,
based on his or her experience with the data and data analy-
sis, must choose the right inputs and specify their functional
relationship to the response variable [26].

Discriminant analysis is one of the oldest statisti-
cal classification techniques, first introduced by Fisher
(1936) [27]. Using the historic data, it finds hyperplanes
(e.g. lines in two dimensions, planes in three dimensions,
etc.) that separate the classes. The resultant model is very
easy to interpret, because it simply determines on which
side of the line (or hyperplane) a point falls. Training is
simple and scalable. Despite its scalability and simplic-
ity, discriminant analysis is not a popular technique in data
mining for two main reasons: (1) it assumes that all of the
predictor variables are normally distributed (i.e. their his-
tograms match bell-shaped curves), which may not be the
case, and (2) the boundaries that separate the classes are all
linear forms (such as lines or planes). However, sometimes
the data simply cannot be separated in that manner.

In the following section, we present the results of our
method compared to the three classification methods de-
scribed above. We used exactly the same training and test-
ing data set generated using stratified 10-fold cross valida-
tion for all three models and the NN model. The aggregated
results are shown in Table 7. As the results indicate, on
average, the NN model generated significantly better classi-
fication accuracy than all the other methods.

5. Discussion and Conclusion

The experiment results show that the accuracy of our model
to estimate patent registration is approximately 89%. Un-
der the same experiment environments, the accuracy of our
method is higher compared to k-means, logistic regression
and discriminant analysis. Our method is used to estimate
whether applied patents are registered or not before they are
judged.

Our method will assist companies willing to estimate
whether their applied patents are registered or not. Our
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study is also valuable in that it proved that neural pattern
reorganization is worthwhile for problems which are diffi-
cult to estimate.

Other methods of patent analysis such as Yoon (2004),
Lee (2003) and Tseng (2007) only construct patent maps
and analyze the relation between patents. However, our
method enables early estimation in order to construct a strat-
egy of patent registration. We found that a hybrid method
provides better information for understanding technical con-
tents and constructing technical strategies.

A neural network algorithm is also constructed from
arbitrary sets of probabilistic modeling methods. The algo-
rithm constructs vector maps and then adjusts the weights
according to its parameters, such as the rate of study, hid-
den layers etc. The right selection of parameters plays an
essential role in the development of neural network models.

To select the right parameters, the model designer’s ex-
perience and intuition as well as trial-and-error is needed.
Recently, researchers have developed a hybrid architecture
applied in gene algorithms and other methods of intelligent
search in order to optimize the parameters. It is reported
that the hybrid architecture greatly influences the selection
of parameters. This hybrid architecture can be considered
for future work, and, to improve the reliability of our testing,
more patent data needs to be included in the experiments.
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