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Minimum Spanning Tree Problem with Label Selection

SUMMARY In this paper, we study the minimum spanning tree prob-
lem with label selection, that is, the problem of finding a minimum span-
ning tree of a vertex-labeled graph where the weight of each edge may vary
depending on the selection of labels of vertices at both ends. The problem
is especially important as the application to mathematical OCR. It is shown
that the problem is NP-hard. However, for the application to mathematical
OCR, it is sufficient to deal with only graphs with small tree-width. In
this paper, a linear-time algorithm for series-parallel graphs is presented.
Since the minimum spanning tree problem with label selection is closely
related to the generalized minimum spanning tree problem, their relation is
discussed.

key words: minimum spanning tree problem, NP-hardness, series-parallel
graph, mathematical OCR

1. Introduction

The minimum spanning tree problem is one of the most fa-
mous combinatorial problems in computer science. Fast al-
gorithms to solve the problem are well-known. In this paper,
we study a generalization of the problem for vertex-labeled
graphs, where the weight of each edge may vary depending
on the selection of labels of vertices at both ends. We call
this problem the minimum spanning tree problem with label
selection.

Variations of the minimum spanning tree problem have
been extensively studied. Myung, Lee and Tcha intro-
duced the generalized minimum spanning tree problem
(GMSTP) [1], where the vertices of a graph are partitioned
into clusters and exactly one vertex from each cluster must
be connected. It is known that GMSTP is NP-hard [1], and
the problem is still NP-hard even on trees[2]. Thus, lin-
ear programming relaxations are considered [1]-[4]. Chang
and Leu introduced the minimum labeling spanning tree
problem (MLSTP) [5], where the edges of a graph are col-
ored and the number of colors of a spanning tree should be
minimized. MLSTP is also NP-hard, and the problem is
still NP-hard even on complete graphs[5]. Consequently,
heuristic algorithms [5]-[7] and restricted versions [8] of the
problem are considered. Makino, Uno and Ibaraki intro-
duced the minimum edge-ranking spanning tree problem
(MERSTP) [9], that is, the problem of finding a spanning
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tree of a graph whose edge-ranking is minimum. MERSTP
is also NP-hard [9], and the problem is still NP-hard even on
series-parallel graphs [10].

An instance of the minimum spanning tree problem
with label selection is illustrated in Fig. 1 (a): The set of ver-
tex labels is X = {a, b, ¢, d}; vertices are indicated by dotted
rectangles; each vertex has at least one label candidates rep-
resented by circled symbols; each weighted edge connects
label candidates that belong to different vertices; and some
pairs of label candidates may not be connected. For this
instance of the problem, a minimum spanning tree is illus-
trated in Fig. 1 (b): Exactly one label is selected from can-
didates for each vertex; and the graph induced by selected

Fig.1 (a) An instance of the minimum spanning tree problem with label
selection, (b) the minimum spanning tree, and (c) the base graph.

Copyright © 2011 The Institute of Electronics, Information and Communication Engineers



234

° de

@ ula,b)= a@a

(b)

d=c
|

©  pim(mdm mbm)mme

e O

a@ @=(=c-)
Fig.2  (a) A scanned image, (b) the graph expressing possible adjacency
connections of bounding boxes, (c) the correct recognition result.

label candidates and selected edges becomes a spanning tree
where the sum of weights of edges is the minimum. We also
introduce the notion of a base graph. The corresponding
base graph is illustrated in Fig. 1 (c).

For the development of mathematical OCR [11]-[13],
the problem is especially important. As shown in Fig.2 (a)
and (b), a mathematical OCR system constructs a graph
that expresses possible adjacency connections of bounding
boxes from a scanned image. Then, there may exist sev-
eral candidates of character recognition for each bounding
box because the precision of a current character recognition
engine is not high enough, and a mathematical formula con-
tains various kinds of symbols. For example, the left-most
bounding box has plural character recognition candidates
such as ‘u’, ‘u’, ‘v’ and ‘p’. Each edge is weighted by size,
positional relation, and bigram statistics of character recog-
nition candidates. In order to output a better recognition
result as shown in Fig. 2 (c), the system should find a mini-
mum spanning tree of the graph not only by selecting char-
acter recognition candidates for bounding boxes but also by
determining adjacency connections of bounding boxes.

This paper shows that the minimum spanning tree
problem with label selection is NP-hard. The NP-hardness
is proved by reducing the Boolean satisfiability problem
(SAT) to this problem. Therefore, it is difficult to solve the
problem for the general case. However, by surveying adja-
cency connections of bounding boxes in mathematical im-
ages, we found that it is sufficient to deal with only graphs
with small tree-width for the application to mathematical
OCR.

In this paper, a linear-time algorithm for graphs whose
base graph is a series-parallel graph (SPG) is presented.
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SPGs are typical graphs with tree-width at most 2 since it
is known that a graph has tree-width at most 2 if and only
if every biconnected component is an SPG. They are of in-
terest in algorithmic graph theory because a number of stan-
dard problems on graphs are solvable in linear time for SPGs
including some NP-complete problems [14].

Since the minimum spanning tree problem with label
selection is closely related to GMSTP [1], we discuss their
relation in this paper. The results of this paper can be trans-
lated into some new results for GMSTP.

This paper is organized as follows: In Sect.2, some
definition are given; in Sect. 3, the NP-hardness of the prob-
lem is proved; in Sect. 4, a linear-time recognition algorithm
of series-parallel graphs is introduced; in Sect. 5, the rela-
tion to GMSTP is discussed; and in Sect. 6, the conclusion
is drawn.

2. Preliminaries

In this section, we give some definitions and formally rede-
fine the problem.

A graph is an ordered pair G = (V, E), where V is a
finite set, called vertices, and E is a finite set of unordered
pairs of distinct vertices, called edges. A connected graph
is a tree if it has no cycles. Unless explicitly stated, we
assume that every graph is connected in this paper. A tree
T = (V',E') is a spanning tree of G it V' = V and E’ C
E. Let X be a finite set of vertex labels. In this paper, we
think that |X| is a constant. Let R, be the set of positive real
numbers. The weight function of G is a functionw : VXV x
XX — R, U{oo} such that w(v, vz, 11, b) = w(va, vy, b, 1)
for any vi,v, € Vand I}, € X, and if {v|,v,} ¢ E, then
w(vy, va, 11, 1) = oo forany [y, [, € 2. A vertex-labeling of G
is afunction o : V — X. For a spanning tree T = (V, E’) and
a vertex-labeling o, the weight of T is defined as follows:

W)= L W, o), (1),

{viva ek’

An edge-selection of G is a subset of E.

For a graph G = (V, E) and its weight function w, the
minimum spanning tree problem with label selection is the
problem to find a vertex-labeling o~ and an edge-selection E’
such that T = (V, E’) is a spanning tree of G, and T has the
minimum weight.

3. NP-Hardness

In this section, we will see the minimum spanning tree prob-
lem with label selection is NP-hard.

Theorem 1: The minimum spanning tree problem with la-
bel selection is NP-hard.

Proof. We will show the NP-hardness by reducing the
Boolean satisfiability problem (SAT) to this problem.

Let F be a given Boolean formula in conjunctive nor-
mal form (CNF), where C = {cy, ..., c,} is the set of clauses
composing ¥, and X = {x,...,x,} is the set of Boolean
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variables appearing in F .

The set of vertex labels is X = {7, F}. From ¥, we
construct a graph G = (V, E) and its weight function w as
follows: V = {xy,...,x,} U{c1,...,cn}, and E = E; U Ej,
where £y = {{x;, xis1} | 1 <i<n—1}and B> = {{x;,c;} | x;
or X; appears in ¢; for 1 <i <mand 1 < j < m}. For all
{X,‘,XH_]} € E, and 11,12 (S {T,F}, W(Xi,xi+1,ll,12) = 1, and
for {x;,c;} € E,, if x; appears in c;, then w(x;,c;, T,T) = 1
and w(x;,c;, F,T) = w(x;,¢;, T,F) = w(x;,c;, F,F) = oo,
or else if X; appears in c¢;, then w(x;,c;, F,T) = 1 and
w(xi,c;, T,T) = w(x;,¢;, T, F) = w(x;,cj, F, F) = co. This
construction can be done in polynomial time.

For example, the graph corresponding to the CNF for-
mula (x; VX Vxs)A(x Va3 VI )A(x3V X4V Xs) is illustrated in
Fig. 3 (a). Weighted edges with the infinite weight and label
candidates whose all connecting weighted edges have the
infinite weight are omitted. One of the minimum spanning
trees of the graph is illustrated in Fig. 3 (b).

We will prove the following statement: ¥ has a truth
assignment if and only if there exists a spanning tree of G
with the weight m +n — 1.

The ‘only if” part is proved as follows. Suppose that

(x; = ay,...,x, = a,) is a truth assignment of ¥, where
ai,...,a, € {T,F}. Then, for each c;, there is at least one
variable in ¢; which makes the clause true. Let x.,..., X,

be such variables. If we set E” = Ey U {{x.,c;} |1 < j <m}
and o = {(x;,a) | 1 <i<npU{(c;,T) | 1 £ j < mj, then

: Y F (s -
—— ——— ———— H—————
F T T F F
X X, X3 X4 X
X, VX VX, (T T)iX;VX, VXS
(a)
T)iX VX, VX
T
\
T T F F
X Xy X3 Xy Xs
X, VX, VX, (T T)iX;VX, VXS

(b)

Fig.3 (a) The graph corresponding to the formula, and (b) one of the
minimum spanning trees of it.
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T = (V, E’) is a spanning tree of G with the weight m+n—1.

The ‘if” part is proved as follows. Suppose that there
exist a vertex-labeling o and a spanning tree T = (V, E”) of
G with the weight m + n — 1. If we set a; = o(x;) for each
1 <i < n,then (x; = ay,...,x, = a,) is a truth assignment
of 7. m]

4. Linear-Time Algorithm for Series-Parallel Graphs

In this section, we present a linear-time algorithm for series-
parallel graphs (SPGs)[14]. For the application to mathe-
matical OCR [11]-[13], the linear-time algorithm for SPGs
is useful enough because, by surveying adjacency connec-
tions of bounding boxes in mathematical images, we found
that it is sufficient to deal with only graphs with small tree-
width, and SPGs are typical graphs with tree-width at most
2. They are of interest in algorithmic graph theory because
a number of standard problems on graphs are solvable in
linear time for SPGs including some NP-complete prob-
lems [14].

4.1 Series-Parallel Graphs

Let us write G(s, ) to mean that the graph G has two dis-
tinguished vertices, namely, the source s and the sink z.
A graph G(s,1) is a series-parallel graph (SPG) if (1) it
consists of a single edge connecting s and ¢, i.e., G =
({s, 1}, {{s, 1}}), or (2) it can be produced by a sequence of
the following two operations:

Series Composition:
Given two series-parallel graphs G(s1, ) and Gy(s3,
1), form a new graph G(s,t) by identifying s = sy,
ty=syand t = 1,.

Parallel Composition:
Given two series-parallel graphs G (s, ;) and Gy(sz,
1), form a new graph G(s, ) by identifying s = s = s
andt =1 = 1.

Due to the recursive definition of SPGs, we can obtain
a vertex-labeled ordered tree corresponding to a decomposi-
tion of an SPG.

A series-parallel tree (SPT) T for an SPG G(s,1) =
(V,E) is a vertex-labeled ordered tree defined as follows:
The set of vertex labels is {S, P} U E.

e If G(s,1t) consists of a single edge, then T = ({r},0)
where r is a new vertex (the root of 7'), and the label of
ris (s,1).

o If G(s,t) is obtained by a series composition of
Gi(s1,1) and Go(sy,1), and Ty = (V,Ey) and T, =
(V,, Ey) are SPTs of them, then T = ({r} U V; U
Vo, {(r,r1),(r,r2)} U E; U E>) where r is a new vertex
(the root of T), and r| and r, are the roots of 7 and
T, the label of r is §, the first child of r is r;, and the
second child of r is r,.

e If G(s,t) is obtained by a parallel composition of
Gi(s1,1) and Go(sy,1), and Ty = (V,Ey) and T, =
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(V,, Ey) are SPTs of them, then T = ({r} U V; U
Vo, {(r,r1),(r,r2)} U E{ U E,) where r is a new vertex
(the root of T'), and r; and r, are the roots of 7| and 7>,
the label of r is P, the first child of r is either r; or ry,
and the second child of 7 is the remaining one.

Note that all edges in E appear exactly once as a la-
bel of leaves. An SPG may have many corresponding SPTs
since the above decomposition is not unique in general. It is
known that an SPT is obtained from any SPG in linear time
depending on the number of edges of an SPG[14].

4.2 Minimum Spanning Trees and Minimum Spanning
Pair-Trees of Series-Parallel Graphs

In order to describe the idea behind the algorithm, we need
the notion of a spanning pair-tree. For an SPG G(s,t) =
(V, E), a spanning pair-tree of G is an ordered pair of trees
(T, = (Vi,E), T, = (Vo,Ey)) such that s € Vi, t € V,,
Viuv, =V, VinV, =0and Ey U E, C E. Its weight is
defined as w(T) + w(T>).

We also introduce the notions of a terminal-fixed mini-
mum spanning tree and a terminal-fixed minimum spanning
pair-tree. Let G(s,1) = (V,E) be an SPG, and let X be the
set of vertex labels. For a, b € Z, a terminal-fixed minimum
spanning tree (a,b)-MST of G is a spanning tree of G with
weight less than or equal to the weight of the other span-
ning trees of G providing that o(s) = a and o(f) = b, and
likewise a terminal-fixed minimum spanning pair-tree (a, b)-
MSPT of G is a spanning pair-tree of G with weight less than
or equal to the weight of the other spanning pair-trees of G
providing that o(s) = a and o (¢) = b.

The algorithm is based on the following lemma about a
terminal-fixed minimum spanning tree and a terminal-fixed
minimum spanning pair-tree of an SPG.

Lemma 4.1: For an SPG G = ({s,1t},{{s,t}}), the (a,b)-
MST of G is T = ({s,1},{{s,t}}) for any a,b € X, and the
(a,b)-MSPT of G is (T, = ({5},0),T, = ({#},0)) for any
a,bex.

When an SPG G is obtained by a series composition of
G and G, (See also Fig. 4)

(1) an (a,b)-MST of G is obtained by a composition of
an (a, c)-MST of G, and a (c, b)-MST of G, for some
c €X, and

(2) an (a, b)-MSPT of G is obtained by a composition of
either an (a, ¢)-MSPT of G, and a (¢, b)-MST of G, for
some ¢ € X, or an (a, ¢c)-MST of G, and a (¢, b))-MSPT
of G, for some ¢ € X.

On the other hand, when G is obtained by a parallel compo-
sition of G| and G, (See also Fig. 5)

(3) an (a,b)-MST of G is obtained by a composition of
either an (a, b)-MST of G| and an (a, b)-MSPT of G,,
or an (a, b)-MSPT of G, and an (a, b)-MST of G,, and

(4) an (a,b)-MSPT of G is obtained by a composition of
an (a, b)-MSPT of G, and an (a, b)-MSPT of G,.
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Fig.4  An (a,b)-MST of G and an (a, b)-MSPT of G when G is obtained
by a series composition of G; and G».
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Fig.5 An (a,b)-MST of G and an (a, b)-MSPT of G when G is obtained
by a parallel composition of G| and G».

Proof. We will prove (1) by contradiction. Assume that 7
is an (a, ¢)-MST of G| and T, is a (¢, b)-MST of G, for some
c € X. Assume also that the sum of weights w(T}) +w(T») is
less than or equal to the sum of weights of any (a, d)-MST
of G| and any (d, b)-MST of G, forany d € £ — {c}. Let T
be a spanning tree of G obtained by a composition of 7 and
T,. Since w(T) = w(Ty) + w(T»), if T is not an (a, b)-MST
of G, then there exists an (a, b)-MST of G whose weight is
less than w(T1) + w(T,), which contradicts the assumption.
The proofs of (2), (3) and (4) are similar. m|

4.3 The Algorithm

LetX = {ay,as,...,a,} be the set of vertex labels. We think
that [X| = m is a constant.
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The algorithm consists of the functions Main and Cal-
culate. The function Main takes as input an SPG G(s, 1) =
(V, E) and its weight function w, and returns the minimum
weight of spanning trees of G. With the root vertex of 7', the
function Calculate returns two-dimensional arrays of real
numbers A and B so that A[i, j] stores the weight of (a;, a;)-
MSTs of G, and Bl[i, j] stores the weight of (a;, a;)-MSPTs
of G. Thus, the minimum weight of spanning trees of G is
the minimum value of A[i, j]for ] <i<mand 1 < j < m.

Function Main
Input: an SPG G(s, 1) = (V, E) and its weight function w;
QOutput: the minimum weight of spanning trees of G;

1: Construct an SPT T = (Vr, E7) corresponding to the
SPG G;
Let u be the root vertex of T;
(A, B) := Calculate(u);
min = oo
fori:=1tomdo
for j:=1tomdo
if A[i, j] < min then
min := Ali, jl;
end if
end for
: end for
. return min;

R BN O i

—_ = =

The function Calculate takes as input a vertex u € Vr, and
returns two-dimensional arrays of real numbers A and B. Let
G’ be the SPG corresponding to the subtree of T rooted at
u. The arrays A and B are to store A[i, j] with the weight
of (a;,a;)-MSTs of G’ and B[i, j] with the weight of (a;, a;)-
MSPTs of G'.

Function Calculate

Input: a vertex u € Vr;

Qutput: arrays of real numbers A[l...m,1...m] and
B[l...m,1...mj];

1: if the label of u is (v{,v;) € E then

else if the label of u is S then
Let u; and u, be the first and second child of u, re-
spectively;

10:  (Aq, By) := Calculate(u, );

11:  (Ap, By) := Calculate(u,);

12:  fori:=1tomdo

2. fori:=1tomdo

3: for j:=1tomdo

4: Ali, j1 := w(vi, va, i, j);
5: Bli, j] :=0;

6: end for

7:  end for

8:

9:

13: for j:=1tomdo
14: minA = oo;

15: minB = oo;

16: fork := 1tomdo
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17: if Ai[i, k] + Az[k, j] < minA then
18: minA := A[i, k] + Ak, jl;
19: end if
20: if Ai[i, k] + By[k, j] < minB then
21: minB = Aq[i, k] + B[k, jl;
22: end if
23: if Bi[i, k] + Az[k, j] < minB then
24: minB = By[i, k] + Az [k, jl;
25: end if
26: end for
27: Ali, j] := minA;
28: Bli, j] := minB;
29: end for
30:  end for
31: else if the label of u is P then
32:  Let u; and u, be the children of u;
33:  (Ay, By) := Calculate(u,);
34:  (Az, By) := Calculate(u,);
35:  fori:=1tomdo
36: for j:=1tomdo
37: if A([i, j1 + Bali, j] < Bili, j] + Az[i, j] then
38: Ali, j1 == Auli, j1+ Bali, j1;
39: else
40: Ali, j1:= Buli, j1 + Aali, j1;
41: end if
42: Bli, j]1 := Bili, j1 + Bali, jI;
43: end for
44:  end for
45: end if

46: return (A, B);

Theorem 2: The algorithm works correctly and terminates
in linear time depending on the number of edges of G.

Proof.  The correctness of the algorithm is clear from
Lemma 4.1.

We will prove that the algorithm terminates in O(|E])
time. Recall that it is known that we can obtain an SPT
of O(|E|) size in O(|E|) time from any SPG. The total run-
ning time of the algorithm can be computed by counting the
number of calls of the function Calculate and by evaluating
the maximum running time for each call. The number of
calls of the function Calculate is |V7| because the function
Calculate is called exactly once for each u € V7. Clearly,
|Vr| = 2|E| — 1. Recall that we think that [¥| = m is a con-
stant. Since the construction of the arrays A and B does not
depend on the size of input, we may evaluate that the con-
struction of A and B is done in constant time. Therefore, the
total running time is O(|E]). ]

5. Relation to the Generalized Minimum Spanning
Tree Problem

In this section, the relation between the minimum spanning
tree problem with label selection and the generalized mini-
mum spanning tree problem [1] is discussed. We start intro-
ducing the problem.

A graph with clusters Vi, ..., V, is a graph G = (V,E)
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where V.= ViU---UV,and V;NV; = Oforalli,j €
{1,...,m} such that i # j. The weight function of G is a
functionw : E — R,. Atree T = (V',E’) is a generalized
spanning tree of G if |[V'| = m, |V'NV;| = 1forall 1 <i<m,
and E’ C E, i.e., V' contains exactly one vertex from each
cluster.

For a graph G = (V, E) with clusters Vi, ..., V,, and its
weight function w, the generalized minimum spanning tree
problem (GMSTP) is the problem to find a generalized span-
ning tree T = (V’,E’) of G which minimizes }, .z w(e).
The ordinary minimum spanning tree problem is a special
case of GMSTP where each cluster consists of exactly one
node.

The minimum spanning tree problem with label se-
lection is also a special case of GMSTP where the size of
each cluster is bound by a constant number taking clusters
as vertices and vertices as label candidates. On the other
hand, the conversion from GMSTP to the minimum span-
ning tree problem with label selection is possible by tak-
ing the following notion’: For a graph G = (V, E) with
clusters Vi, ..., V,, the base graph of G is the graph G’ =
(Vi L Vb, VL Vi 1 v e Vi, ' € Vi (v, V') € E}).

The following results are known for GMSTP [2]:

e GMSTP is NP-hard, and the problem is still NP-hard
even on trees.

e If the number of clusters is fixed, then GMSTP can be
solved in polynomial-time with respect to the number
of vertices.

The results of this paper can be translated into the fol-
lowing new results for GMSTP:

Theorem 3: GMSTP is still NP-hard even if the size of
each cluster is at most 2.

Theorem 4: For a graph G with clusters, if the base graph
of G is a series-parallel graph, then GMSTP for G can be
solved in polynomial-time with respect to the number of ver-
tices of G.

6. Conclusion

In order to improve structural analysis methods for mathe-
matical OCR, we have studied the minimum spanning tree
problem with label selection. Though the problem was
shown to be NP-hard, we could obtain a linear-time algo-
rithm for series-parallel graphs. Series-parallel graphs are
typical graphs with tree-width at most 2. By surveying ad-
jacency connections of bounding boxes in mathematical im-
ages, we found that it is sufficient to deal with graphs with
tree-width at most 3. Therefore, the algorithm for series-
parallel graphs should be extended by the time of the im-
plementation of a new recognition engine for mathematical

"When an instance of GMSTP does not have a feasible so-
lution, the corresponding instance of the minimum spanning tree
problem with label selection must have edges with the infinite
weight, and all spanning trees must have the infinite weight.
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OCR.

Moreover, solving the minimum spanning tree prob-
lem with label selection itself is not enough for the practi-
cal application to mathematical OCR because a minimum
spanning tree only reflects local weights defined on images.
In other words, a minimum spanning tree may not be the
best recognition result in many cases. Other factors should
be considered such as total balance, n-gram statistics with
n > 3, and grammatical adequacy of a recognition result. As
future works, we want to study the extensions of the prob-
lem with those factors and give them practical solutions.
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