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Acceleration of FDTD Method Using a Novel Algorithm on the Cell
B.E.

Sho ENDO†a), Jun SONODA††b), Motoyuki SATO†††, and Takafumi AOKI†, Members

SUMMARY Finite difference time domain (FDTD) method has been
accelerated on the Cell Broadband Engine (Cell B.E.). However the prob-
lem has arisen that speedup is limited by the bandwidth of the main mem-
ory on large-scale analysis. As described in this paper, we propose a novel
algorithm and implement FDTD using it. We compared the novel algo-
rithm with results obtained using region segmentation, thereby demonstrat-
ing that the proposed algorithm has shorter calculation time than that pro-
vided by region segmentation.
key words: FDTD method, Cell B.E., DMA transfers, parallel computing
with region segmentation

1. Introduction

The finite-difference time-domain (FDTD) method [1],
which is very time-consuming, is widely used for electro-
magnetic (EM) wave analysis. It has been implemented on
a supercomputer [2], a PC cluster [3], and a dedicated com-
puter [4], [5] to accelerate FDTD processing.

The Cell Broadband Engine processor (Cell B.E.) has
also been developed by IBM Corp., Sony Corp., and To-
shiba Corp. as a heterogeneous multi-core processor. The
Cell B.E. has a computational capability of 204.8 Giga float-
ing point number operations per second (G-FLOPS) for
single-precision operations and 14.6 G-FLOPS for double-
precision.

The Cell B.E. has been used for FDTD method calcu-
lations. B. Li et al. [7] implemented the two-dimensional
FDTD method using two-level parallelization, distributed
memory, and SIMD parallelization. They used local stores
on the SPE as distributed memory, and achieved linear
speedup along with increased SPEs. However, the analysis
region size has remained limited by the local store capac-
ity. M. Xu et al. [8], [9] implemented the two-dimensional
FDTD method on the IBM Blade QS20 (3.2 GHz) and re-
ported computation speed that is 14.14 times that of an
Opteron (AMD Inc.) processor and 7.05 times that of an
Opteron processor. The analysis region was allocated to the
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main memory, which was used as shared memory. The SPEs
perform FDTD computation by exchanging blocks between
local stores and the main memory. In fact, DMA transfers
are necessary between a local store on the SPE and the main
memory. Actually, this has come to represent a bottleneck
of FDTD calculations. As a result, it has been impossible to
exploit the computational power of the Cell B.E. This prob-
lem has been pointed out for FDTD on the shared-memory
architecture [6].

As described in this paper, we have applied a novel
method to the FDTD method on the Cell B.E. The major
contribution of this paper is the improvement of scalability
by solving the bottleneck of DMA transfers.

In the novel method, the SPEs are used as a pipeline.
Although the pipelined implementations of FDTD method
have been presented in the area of special purpose hard-
ware design and FPGAs [4], [5], they are pipelined only at
the level of arithmetic operation. In contrast, the FDTD al-
gorithm is pipelined in our scheme. This pipelined struc-
ture enables exploitation of the locality of the data on the
memory, and enables performance of FDTD computation
with fewer DMA transfers. Consequently, the bottlenecks
of DMA transfers described in [9] are solvable and are ex-
pected to accelerate the FDTD method. The proposed al-
gorithm also solves the problem in the paper [7] it makes
it possible to compute a numerical model that exceeds the
size of the local store. As an evaluation of the algorithm, we
compared the execution time of the proposed algorithm and
conventional region segmentation.

The paper is organized as follows. Section 2 introduces
main features of Cell B.E. and describes a novel algorithm
used for this study. Section 3 presents some experimentally
obtained results for evaluating the performance of the pro-
posed algorithm. In Sect. 4, we end this paper by explaining
some salient conclusions.

2. Implementation of the FDTD Method Using a Novel
Algorithm on the Cell B.E.

2.1 FDTD Method

As described in this paper, we have considered 2D process-
ing. An electric field E and the magnetic field H are defined
as E = (0, 0, Ez) and H = (Hx,Hy, 0). The Maxwell equa-
tions can be written as follows:

∇ × E = −μ∂H
∂t

(1)
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∇ × H = ε
∂E
∂t
+ σE (2)

The update equations can be written as the following equa-
tions by application of central differences to time and space
derivatives.
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Here, the standard Yee notation has been adopted: the su-
perscripts represent the time iteration, whereas subscripts
represent the spatial location of the field components. Coef-
ficients Ca, Cb, and Cc are described as follows.

Ca =

1 − σΔt
2ε

1 +
σΔt
2ε

, Cb =

Δt
εΔ

1 +
σΔt
2ε

, Cc =
Δ

μΔt
(6)

In those equations, Δ is the cell size. Coefficients Ca, Cb,
and Cc are calculated only once at the beginning of analysis.
Therefore, the number of operations per cell is given as the
number of operations in Eq. (3), (4), and (5).

2.2 Organization of the Cell Broadband Engine

As described in this paper, we accelerate the FDTD method
using the Cell B.E. Figure 1 presents the organization of the
Cell B.E. The Cell B.E. has a computational capability of
204.8 G-FLOPS for single-precision operations and 14.6 G-
FLOPS for double-precision. The Cell B.E. consists of one
power processor element (PPE), eight synergistic processor
elements (SPEs), I/O Module, and memory controller. Fig-
ure 1 shows that the PPE, SPEs, memory controller, and
I/O Modules are connected to the ring bus called the el-
ement interconnect bus (EIB), which has a bandwidth of
204.8 Gigabytes per second (GB/s). The PPE, SPEs, and
Main memory controller mutually communicate through di-
rect memory access (DMA) transfers via the EIB. The Cell
B.E. presents the benefit that it is able to calculate quickly
through parallel computing using eight SPEs. It also has a
wide-band bus. However, as with other processors, the time
for access to the main memory is a bottleneck of its execu-
tion time.

2.3 Parallel Computing on the Cell B.E. Using Region
Segmentation

Parallel computing in previous works [8] is a method which
assigns the analysis region to each SPEs and performs par-
allel computing with multiple SPEs. In the ideal condition,
parallel computing using region segmentation can reduce
the calculation time in proportion to an increase in the num-
ber of SPEs.

Fig. 1 Organization of the Cell Broadband Engine.

Figure 2 (b) presents the computation method on the
large-scale analysis. On large-scale analysis, the whole
analysis region cannot be allocated to local storages on
SPEs. Therefore, it is allocated to main memory. The anal-
ysis region is divided into small blocks. They are loaded
sequentially onto the SPE and processed. Each SPE stores
four blocks on its local store. The calculation of FDTD
method consists of the following steps:

1. A block is loaded from the main memory.
2. The SPE waits until the adjacent block is loaded.
3. The SPE performs a calculation of the block.
4. A block is stored in the main memory.

Computation of the electromagnetic field on the bound-
ary of the FDTD cell requires the field on the adjacent block.
Therefore, step 2 is included. Large-scale analysis reveals
a problem: DMA transfers increase along with rise in the
number of SPEs. Then they become a bottleneck.

2.4 Acceleration of the FDTD Method Using the Proposed
Algorithm

As described in this paper, we have implemented the FDTD
method using the proposed algorithm. Moreover, we have
tried to resolve the bottleneck of DMA transfers. The novel
method is the method in which the SPEs are used as a
pipeline. It can reduce DMA transfers to the main memory.

Figure 3 is revealed in the sequence of calculation on
the proposed and conventional method. For conventional
region segmentation, shown in Fig. 3 (a), blocks on the anal-
ysis region are assigned to each SPE and are calculated si-
multaneously. Therein, blocks that are calculated simulta-
neously belong to the same time step. Here, the term “time
step” is the discretized time in the FDTD method, not the
cycle in the processor. On the other hand, blocks belonging
to different time steps are calculated simultaneously using
the proposed algorithm. At the SPE of the first stage, time
steps of blocks are updated from n to n + 1. They are up-
dated at the next stage from n+1 to n+2. This computation
sequence enables the SPEs to use blocks from the SPE of
the prior stage.

Figure 4 shows the flow of data that occurs with the
novel algorithm. The values of FDTD cells are stored in the
main memory. The major difference between the conven-
tional and the proposed method is that each SPE is assigned
a time step that is assigned a part the of analysis region in
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(a) Legend of this figure.

(b) Large-scale analysis.

Fig. 2 Parallel computing using region segmentation.

(a) Parallel computing with region segmentation. (b) Novel algorithm.

Fig. 3 Sequence of calculation on the parallel computing with region segmentation and the proposed
algorithm.

the conventional method. As presented in Fig. 4, at the first
stage, the blocks are loaded from the main memory, then its
time step is updated from n to n + 1. On the second stage,
the blocks are loaded from the first stage. Then its time
step is updated from n + 1 to n + 2. Blocks are stored in
the main memory from the final stage. The blocks are ex-
changed between the SPEs using DMA transfer. The DMA
transfers between two SPEs do not become a bottleneck of
performance because the EIB is sufficiently fast. Using the
proposed algorithm, the SPEs access the main memory only
twice: at the first stage and the last stage. For that rea-
son, access to the main memory does not increase concomi-
tantly with the increase of SPEs. Therefore, the bottleneck
of memory access is solvable using the proposed algorithm.

3. Results and Discussion

3.1 Conditions

Figure 5 portrays the 2-D free-space model we used. The
electric field E and the magnetic field H are defined as E
= (0, 0, Ez) and H = (Hx,Hy, 0), where the medium of the
analysis model is vacuum and non-dispersive. In Fig. 5, the
electric hard source as the sinusoidal wave Ez(t) = sinωt is
set on the line x = 42.0λ. Therein, ω is 2π × 109 rad/s. We
used a PlayStation 3 (Sony Corp.) with Cell B.E. (3.2 GHz)
and main memory of 256 MB. We used gcc 4.1.1 for com-
pilation, and Yellow Dog Linux 6.0 as the operating system
(OS). On the PlayStation 3, the SPEs we can use are limited
to six because one SPE is disabled at the hardware level, the
OS occupies an SPE. We also have compared the execu-
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Fig. 4 Dataflow for the proposed algorithm.

Fig. 5 Numerical model used for analysis.

tion time of the FDTD method on the Cell B.E. with those
obtained using general processors. We have also used an
Apple Mac Pro Workstation, which has two Xeon 2.8 GHz
processors and main memory of 6 GB. To compare the exe-
cution time on a processor level, one of two processors was
used. The FDTD program was compiled with gcc 4.3.2,
and was run on Ubuntu 7.10. Both on the Cell B.E. and
workstation, double-precision floating-point operations and
variables were used. The cells constituting the numerical
model are 4200 × 4200 = 17,640,000 cells. The data size of
the model is 17,640,000 × 8 B = 135 MB. The data size of
model is limited by the main memory size. On the PlaySta-
tion 3, which has 256 MB main memory, the number of cells
is limited to 5792 × 5792 cells.

3.2 Comparison of Execution Time of the Proposed Al-
gorithm with that of Parallel Computing with Region
Segmentation

First, we demonstrated the correctness of the proposed algo-
rithm through the experiment of calculating FDTD method

Fig. 6 Calculated Ey value at the observation point.

and showed that there is no violation of data dependence on
the proposed algorithm. Figure 6 shows the electric field Ez

obtained with the FDTD method using the conventional and
the proposed algorithm. The exact value is calculated from
the solution of the Maxwell equation under the condition in
Fig. 5.

Ez = sin(ωt − ky) = sin(ωt − 2π × 4.2) (7)

The cell size is Δ = λ/100 and the time step is Δt =
7.07×10−12. Here, the symbol λ denotes the wavelength. In
the FDTD method, the cell size is usually less than λ/20.
Here we used Δ = λ/100. The time step is determined
to meet the CFL condition as Δt ≤ Δ/(c√2). In Fig. 6,
the electric field using the proposed algorithm shows good
agreement with the exact value. For the proposed algorithm,
equations of the FDTD method are the same as those on the
conventional FDTD method. Therefore, the result is equal
to that of the conventional FDTD method.
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Fig. 7 Execution time on the proposed and conventional algorithm.

Figure 7 presents the execution time for the two-
dimensional FDTD method on the Cell B.E. The proposed
algorithm shows a shorter calculation time than that ob-
tained using the conventional method. This difference re-
sults from the bottleneck of the DMA transfers. In fact,
the proposed method gives linear speedup because it has no
DMA transfer bottleneck. However, the decrease of the ex-
ecution time on the conventional method saturates at four
SPEs because of the DMA transfer bottleneck.

Compared with the workstation, the proposed algo-
rithm with 6 SPEs shows speed that is 1.7 times greater.

3.3 Theoretical Comparison of Novel and Methods of Par-
allel Computing with Region Segmentation

In this section, we have determined the theoretical expres-
sion of the execution time for both methods. We have cal-
culated the number of SPEs in which the increase of perfor-
mance is saturated and have compared the experimentally
obtained results presented in the Sect. 3.2. Here, the get is
the DMA transfer from the main memory to SPEs, and the
put is that from SPEs to the main memory.

First, we figure out the time for operation of a cell as
top, which can be expressed as

top =
ncycle

fclocknSIMD
, (8)

where ncycle represents the processor cycles for the calcula-
tion of a cell, fclock is a frequency of CPU clock (3.2 GHz),
and nSIMD denotes the number of operations performed si-
multaneously by SIMD operations (For the double-precision
arithmetic instruction on the Cell B.E., nSIMD = 2). As
shown in Table 1, we can estimate the number of the Cell
B.E. instructions required for updating a FDTD cell from
the Eq. (3), (4), and (5). In Table 1, we counted load in-
structions by counting the variables in the equation. We can
update a FDTD cell with 8 addition/subtraction, 4 multipli-
cation, 15 load, and 3 store instructions. On the Cell B.E.,
a DFMA instruction is available, which performs the op-
eration X = Y × Z + W (X,Y,Z,W are the floating point

Table 1 Number of instructions required for each value of the field.

Addition/ Multipli-
Subtraction cation Load Store

Ez 4 2 7 1
Hx 2 1 4 1
Hy 2 1 4 1

Total 8 4 15 3

Fig. 8 Data flow graph for Eq. (3).

number) in an instruction. Figure 8 portrays the data flow
graph for Eq. (3). We can perform operations D and F in
one DFMA instruction according to Fig. 8. For that reason,
we can process a value of an electric field with three ad-
dition/subtraction instruction, one multiplication, and one
dfma instruction. Similarly, we can process a value of
magnetic field with one addition/subtraction instruction and
one dfma instruction. Double-precision arithmetic (Addi-
tion/subtraction and multiplication) instructions cost seven
cycles; a load/store instruction costs one cycle. Therefore,
we can calculate the number of cycles ncycle as

ncycle = {3 + 1 + 1 + 2 × (1 + 1)} × 7 + (15 + 3) × 1

= 9 × 7 + 18 = 81. (9)

Next, we work out the time of DMA transfers per cell.
The DMA transfer time is the amount of data divided by the
bandwidth of the main memory. On the parallel computing
with region segmentation, tDMAp is given as shown below.

tDMAp = ld

(
ng

BWg
+

np

BWp

)
(10)

Therein, BWg and BWp respectively show the get and put
bandwidth. On the Cell B.E. at 3.2 GHz, BWg = BWp =

25.6 GB/s [10]. ng and np respectively stand for the amounts
of data per cell that are gotten and put. In addition, ld signi-
fies the length of each datum (For double-precision floating
point number, ld = 8). Using the proposed algorithm, only
two DMA transfers are necessary for the calculation: get on
the SPE of first stage and put on the last stage. The calcula-
tion on the SPE of an intermediate stage requires no access
to the main memory. Therefore, DMA transfers are reduced
when SPEs increase. Consequently, the DMA transfer time
tDMAn is expressed as presented below.
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Fig. 9 Theoretical execution time.

tDMAn = ld

(
ng

BWg
+

np

BWp

)
1

nSPE
(11)

Next we calculate the number of SPEs where the in-
crease of performance is saturated. Figure 9 presents the
theoretical execution time shown in Eq. (8), (10), and (11).
The Fig. 9 is shown on a log–log scale. The execution time
is the time that is the longer one of Eq. (8) and (10). There-
fore, nsat is the number of SPEs for which the speedup is
saturated in the conventional method.

Finally, we determined nSPE from top and tDMAp. The
value of top is calculable as shown in Fig. 9.

top =
ncycle

fclocknSIMDnSPE
=

81
3.2 × 109 · 2 · nSPE

=
1.27 × 10−8

nSPE
s (12)

The computation of tDMAp requires the value of ng and np.
The calculation of the electric field requires five variables
(Ez, Hx, Hy, Ca and Cb). That of the magnetic field uses four
variables (Ez, Hx, Hy and Cc). Therefore, we can calculate
tDMAp as shown in (13).

tDMAp = ld

(
ng

BWg
+

np

BWp

)

= 8

(
5 + 3

25.6 × 109
+

1 + 2
25.6 × 109

)

= 3.43 × 10−9s (13)

nsat can be figured as the nSPE when top = tDMA. Con-
sequently, we obtain nsat = 3.70, which suggests that the
speedup is saturated when the number of SPEs is four
or greater. Therefore, the number of SPEs in which the
speedup is saturated is expected to be four, which corre-
sponds with the experimentally obtained result presented in
Sect. 3.2.

4. Conclusion

Implementation of the FDTD method on the Cell B.E.
presents the problem that the execution time does not de-
crease in proportion to the number of SPEs because of a

bottleneck of DMA transfers during large-scale analysis. To
alleviate this problem, we employed a novel algorithm that
is able to resolve the bottleneck. Using this algorithm, the
electric field and magnetic fields which belong to different
time steps are calculated simultaneously. This sequence of
calculation reduces the DMA transfers to the main mem-
ory and solves the DMA transfer bottleneck. Results show
that the FDTD method using the proposed algorithm has
a linear decrease of execution time along with increase of
SPEs. The proposed algorithm using six SPEs exhibits per-
formance that is 1.8 times faster than that of conventional
parallel computing with region segmentation. The perfor-
mance is 1.7 times faster than that of a workstation using
four cores.
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