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#### Abstract

SUMMARY The suffix tree is one of most widely adopted indexes in the application of genome sequence alignment. Although it supports very fast alignment, it has a couple of shortcomings, such as a very long construction time and a very large volume size. Loh et al. [7] proposed a suffix tree construction algorithm with dramatically improved performance; however, the size still remains as a challenging problem. We propose an algorithm by extending the one by Loh et al. to reduce the suffix tree size. As a result of our experiments, our algorithm constructed a suffix tree of approximately $60 \%$ of the size within almost the same time period.
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## 1. Introduction

Since human DNA sequences were announced as the product of the Human Genome Project (HGP), a lot of research activities are under way for practical application of the sequences. One of them is aligning short genome subsequences of $100 \sim 1000$ length to the human genome sequences [3]-[5]. This application is getting more attention along with the recent advances in DNA sequencing technology ${ }^{* * *}$. For fast alignment, it is essential to use efficient indexes; the suffix tree, suffix array, and compressed suffix array are the most widely adopted [1]-[5].

The suffix tree supports very fast alignment and can also be used in many other applications such as finding frequent subsequences, common subsequences, and maximal palindromes [3], [8], [9]. However, it has a couple of shortcomings; it requires a very long time to construct and also occupies a large volume size [6], [8]. Loh et al. [7] proposed a suffix tree construction algorithm to cope with the first shortcoming. The algorithm dramatically reduced the construction time by making the most of recent multi-core CPUs and minimizing disk access costs.

In this paper, we propose a suffix tree construction algorithm, which is an extension of the one by Loh et al. [7], for coping with the second shortcoming of the suffix tree.
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Fig. 1 Suffix tree for a sequence $X=$ ATAGCTAGATCG $\$[7]$.

Since it is impossible to reduce the number of nodes in the suffix tree for a given sequence, our approach reduces the storage size of the suffix tree nodes. As a result of our experiments, compared with the one by Loh et al. [7], our algorithm constructed a suffix tree of approximately $60 \%$ of the size within almost the same time period.

Figure 1 shows the suffix tree for a genome sequence $X$ = ATAGCTAGATCG\$ [7]. The symbol ' $\$$ ' is attached at the end of $X$ to prevent any suffix from being the prefix of any other suffixes and hence to enable the efficient processing of suffixes. A genome sequence $X=x_{0} x_{1} \ldots x_{n-1} \$$ of length $n$ contains $n$ suffixes $S_{i}=x_{i} \ldots x_{n-1} \$(0 \leq i<n)$. The suffix tree for $X$ should have $n$ terminal nodes; they have one-toone correspondence with the suffixes and contain the positions of the corresponding suffixes. For instance, by searching for a suffix $S=$ AGATCG $\$$ using the suffix tree in Fig. 1, we go through internal nodes $N_{1}$ and $N_{11}$ and then reach the terminal node 6 , which indicates that the suffix $S$ is located at position 6 in $X$.

## 2. Related Work

In this section, we first briefly introduce the suffix tree construction algorithm by Loh et al. [7], which we call the FAST algorithm in this paper. FAST is based on a 'divide-andconquer' strategy and divides all the suffixes in the genome sequences into multiple partitions. For a pre-specified prefix
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Fig. 2 Node data structure of the FAST algorithm: Information on the inbound edge is contained together [7].
length $p$, each partition is composed of the suffixes with the same prefix of length $p$, and hence there are $4^{p}$ partitions.

FAST constructs the suffix subtree for each partition. Since the suffixes with different prefixes cannot be inserted in the same suffix subtree, the construction of a suffix subtree for each partition can be performed separately from the others. FAST assigns the construction of different suffix subtrees to different processes. The recent design trend of CPUs not only raises their clock speeds but also builds multiple independent cores in a single CPU to enable intra-CPU parallel processing. By using a multi-core CPU, the processes launched by FAST are executed in parallel by different cores, and therefore the performance of suffix tree construction is significantly improved.

Moreover, FAST almost eliminates random disk accesses, which were the major cause of performance degradation of the previous disk-based suffix tree construction algorithms [1], [3], [8], [9]. In general, even when accessing the same amount of disk volume, the performance greatly depends on disk access patterns; sequential access can improve the performance more than hundred times compared to random access. FAST constructs the suffix subtree for each partition in a contiguous memory chunk and then stores the chunk sequentially in disk ${ }^{\dagger}$. This helps to minimize the disk access costs and hence the performance is dramatically improved.

Figure 2 shows the node data structure of the suffix tree constructed by FAST. Fields $a$ and $b(a \leq b)$ indicate the start and end positions of the inbound edge label. For instance, the inbound edge label of terminal node 6 in Fig. 1 is found at position $(8,12)$ in $X$, and hence the field values are $a=8$ and $b=12$. The field right stores the pointer to the next sibling node; the pointer is not a physical memory address but a relative offset from the start of the memory chunk in which the suffix subtree is constructed. By using such pointers, even when the suffix subtree is saved on disk and then reloaded into a different position in memory, there is no need to adjust the pointers. The field foo indicates a pointer to the leftmost child node in an internal node or the position of the corresponding suffix in a terminal node. The field sub indicates the number of the chromosome referenced for processing the node. The human genome sequences are composed of 22 chromosome pairs (numbered $1 \sim 22$ ) and $x / y$ (sex) chromosomes (46 in total). Chromosome 1 , which is the largest, spans about 247 million base pairs.

Hunt et al. [3] proposed the first algorithm to construct the suffix tree for human genome sequences. Since then, a few more algorithms with improved performance were proposed [1], [8], [9]. Since the suffix tree for human genome
sequences has a very large volume size, these algorithms construct disk-based suffix trees. The common shortcomings of these algorithms are that they cannot fully utilize the recent multi-core CPUs and incur random disk accesses. FAST tackled these shortcomings and achieved a dramatic performance improvement; however, there was no improvement in the storage size of the suffix tree by FAST.

## 3. Suffix Tree Construction Algorithm

Our algorithm proposed in this paper is an extension of FAST [7] and constructs the suffix subtree of a much smaller size than FAST. In general, given a set of suffixes, any different algorithms should construct the same suffix subtree regardless of the order of suffix insertion. That is, it is impossible to reduce the number of nodes in the suffix subtree by any means, and therefore our algorithm reduces the storage size of the nodes.

The methods to reduce the node size in our algorithm are (I1) using the correlation between the field values and (I2) concatenating the chromosomes to form a single, long sequence. The method (I1) is based on the following observations between the field values in Fig. 2:
$O 1$ In most of the internal nodes, the field difference ( $b-$ a) ( $\geq 0$ ), i.e., the length of the inbound edge label is not larger than $32767\left(=2^{15}-1\right)$.
$O 2$ In most of the terminal nodes, the field difference ( $a-$ foo) $(\geq 0)$ is not larger than 32767.
$O 3$ In terminal nodes, the field $b$ is always $n$. Hence, the length of the inbound edge label is readily computable without storing the field $b$.

The fields $a, b$, and foo can have values in the range of $0 \sim$ $4,294,967,295\left(=2^{32}-1\right)$.

Figure 3 is plotted using chromosome 1 and justifies the observations above. Figure 3 (a) justifies the observation $O 1$ and shows the occurrence count of every possible $(b-a)$ value. Note that both of horizontal and vertical axes are represented in the $\log$ scale. Each horizontal value $x_{i}\left(1 \leq x_{i} \leq 8,388,607\right)$ in the figure actually represents a range of values $x_{i-1} \sim x_{i}$. For instance, the occurrence count for 255 actually represents the sum of occurrence counts for every $(b-a)$ value in the range of $128 \sim 255$. As shown in the figure, approximately $99.98 \%$ of the internal nodes satisfies the observation $O 1$. Meanwhile, there exist a number of terminal nodes such that the lengths of their inbound edge labels are larger than 32767 . Figure 3 (b) justifies the observation $O 2$ and shows the occurrence count of every possible ( $a-f o o$ ) value. Approximately $99.97 \%$ of the terminal nodes satisfies $O 2$. The observation $O 2$ indicates that the concatenation $L=L_{1} \oplus \cdots \oplus L_{t-1}$ of the inbound edge labels $L_{i}(1 \leq i<t)$ of $(t+1)$ nodes $N_{0}, \ldots, N_{t}\left(N_{0}=r o o t, N_{t}=T\right)$ on the path from the root to a terminal node $T$ has the length that is not larger than 32767 , i.e., $\operatorname{Len}(L) \leq 32767$.
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Fig. 3 Observations on the node fields.

The method (I2) in our algorithm is to concatenate the chromosomes to form a single, long sequence ${ }^{\dagger}$. The method (I2) brings two advantages as follows. First, there is no need to deal with duplicate suffixes. When each chromosome is processed separately, there exist the duplicate suffixes from different chromosomes. It is clear that the complexity of an algorithm and a data structure increases to deal with such duplicate suffixes. Second, the information needed to be stored in a node can be covered by using only the fields $a, b$, and foo; there is no need to use the field $s u b$ in Fig. 2. It is because the concatenation of the human genome sequences has the size of $3 \mathrm{Gbp}\left(<2^{32}\right.$ ) and the four-byte (32-bit) unsigned int type fields are sufficient to represent any positions therein. A shortcoming of this method is that it can incur false positive errors in the result of alignment. However, these errors can be removed in the post-processing step by maintaining the size of chromosomes.

Figure 4 shows the node data structure defined in our algorithm based on the methods (I1) and (I2). The fields $a$ and right common in both nodes are used in the same manner as in Fig. 2. The most significant bit $f$ in the field bar is the flag distinguishing the internal and the terminal nodes. The remaining 15 bits in bar, which can represent a value in the range of $0 \sim 32767$, stores $(b-a)$ in an internal node or ( $a-f o o$ ) in a terminal node. The field down in the internal node indicates a pointer to the leftmost child node. While

| a | right | f bar | down |
| :---: | :---: | :---: | :---: |
| (unsigned int) | (unsigned int) | (unsigned <br> short) | (unsigned int) |

(a) Internal node.

| a | right | bar |
| :---: | :---: | :---: |
| (unsigned int) | (unsigned int) | (unsigned <br> short) |

(b) Terminal node.

Fig. 4 Data structure of our algorithm: It has a smaller size than the FAST algorithm.
both the internal and the terminal nodes in Fig. 2 occupy 18 bytes, the new data structure in Fig. 4 requires 14 bytes for an internal node and 10 bytes for a terminal node.

There is the case with a very small probability that $(b-a)$ or $(a-f o o)$ value is not less than 32767. In such a case, bar is set as 32767 , and actual $(b-a)$ or $(a-f o o)$ value is stored in an additional associative array. This array is composed of (key, data) pairs, and the pointer to the corresponding node serves as a key. Since a node can be either an internal or a terminal node, there is no duplication problem in the key values. There exist a lot of highly efficient implementations of the associative array such as hash_map in C++ Standard Template Library (STL). This array is attached to the end of the suffix subtree in the memory chunk when the subtree is stored on disk, and it is recreated by reading the attached list of pairs when the subtree is reloaded into main memory.

## 4. Evaluation

In this section, we evaluate our algorithm through a series of experiments. We compare (1) the size of the suffix tree for human genome sequences and (2) the time for suffix tree construction with the FAST algorithm. We used the same dataset as those in [1], [7]. We extracted the first 2, 5, 8, 11,15 , and 24 chromosomes and performed a separate experiment for each chromosome set. The size of the (concatenated) sequences were $441,975,1418,1784,2161$, and 2701 MB , respectively. We set the prefix length as $p=4$ for partitioning the suffixes.

The hardware platform was a PC equipped with Intel i7 2600 K 3.40 GHz CPU, 16 GB DDR3 main memory, and a 500 GB 7200 rpm hard disk. The software platform was Microsoft Windows 764 bit Edition, and Microsoft Visual $\mathrm{C}++2010$ Express Edition was used as a $\mathrm{C} / \mathrm{C}++$ compiler. Although Intel i7 2600 K CPU has four cores, it can run up to eight parallel processes using Intel's Hyper-Threading Technology (HTT).

Figure 5 compares the size of the suffix trees constructed by FAST and our algorithm. The horizontal and vertical axes represent the size of genome sequences and the corresponding suffix trees, respectively. As a result of the
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Fig. 5 Comparison of the suffix tree size: The suffix trees constructed by our algorithm occupy only $60 \%$ of the size compared to the FAST algorithm.


Fig. 6 Comparison of the construction time: Our algorithm needs only $6 \%$ of additional time compared to the FAST algorithm.
experiment, for every size of genome sequences, the suffix tree constructed by our algorithm occupied only about $60 \%$ of the size compared to FAST.

Figure 6 compares the time for constructing suffix trees by FAST and our algorithm. The vertical axis represents elapsed time in seconds. As a result of the experiment, our
algorithm required only about $6 \%$ of additional time compared to FAST. The additional time was needed to compute the field values $b$ or foo in Fig. 2 using the values of the field bar and the others in Fig. 4.

In conclusion, our algorithm constructed the suffix trees of a much smaller size for human genome sequences within almost the same time period as FAST. We believe that our algorithm should also construct small suffix trees even for the genome sequences of various organisms other than human beings.
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[^1]:    ${ }^{* * *}$ DNA sequencing is determining the sequence of chemical base pairs in a DNA molecule.

[^2]:    ${ }^{\dagger}$ The size of the suffix tree can be adjusted by changing $p$ in accordance with the size of the available memory.

[^3]:    ${ }^{\dagger}$ The FAST algorithm [7] stored the chromosomes sequentially in a contiguous space. It was for improving disk access efficiency, and each chromosome was dealt with separately.

