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PAPER

A Time and Situation Dependent Semantics for Ontological
Property Classification∗

Ken KANEIWA†a) and Riichiro MIZOGUCHI††b), Members

SUMMARY This paper proposes a new semantics that characterizes
the time and/or situation dependencies of properties, together with the on-
tological notion of existential rigidity. For this purpose, we present order-
sorted tempo-situational logic (OSTSL) with rigid/anti-rigid sorts and an
existential predicate. In this logic, rigid/anti-rigid sorted terms enable the
expressions for sortal properties, and temporal and situational operators
suitably represent the ontological axioms of existential rigidity and time
and/or situation dependencies. A specific semantics of OSTSL adheres to
the temporal and situational behaviors of properties based on existential
rigidity. As a result, the semantics guarantees that the ontological axioms
of properties expressed by sorted tempo-situational formulas are logically
valid.
key words: formal ontology, semantic web, order-sorted logic

1. Introduction

Formal ontology deals with different types of entities in the
real world, such as properties, events, processes, objects,
and parts, as discussed in Smith’s paper [12]. The results
of formal ontology help us define the semantics of vari-
ous concepts in information systems. In other words, on-
tological definitions describe the general features of knowl-
edge, which guide us in representing taxonomic knowledge
in many application domains.

In the field of formal ontology, Guarino and Welty [5]
have defined meaningful property classifications as meta-
ontologies, wherein the properties of individuals are rig-
orously classified as sortal/non-sortal, rigid/anti-rigid/non-
rigid, and unity/anti-unity/non-unity using logical formal-
ization. According to the definitions in Welty and Guarino’s
paper [17], a property is called sortal if it carries an Iden-
tity Condition (IC), and it is called rigid if it is essential
to all its instances. Based on this notion of sortality and
rigidity, an ontological property classification, as shown in
Fig. 1 (presented by Guarino, Carrara, and Giaretta [4]), can
be constructed with the following types of properties:

Substantial property: sortal and rigid
Non-substantial property: sortal and anti-rigid
Generic property: non-sortal and rigid
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Characterizing property: non-sortal and non-rigid

For example, apple is a substantial property, nurse is a non-
substantial property, red is a characterizing property, and
water is a generic property. In order-sorted logic, a substan-
tial property is a rigid sort and is also used as a type.

Following this notion, Welty and Andersen [16] ex-
haustively axiomatized the meta-properties of existential
rigidity, actuality, and permanence by using modal formu-
las. In their axioms, a property is called existentially rigid if
in any possible world that an instance of the property exists,
it instantiates the property. Further, a property is called ac-
tual if the property holds for actually existing entities. The
existential rigidity and actuality were formalized in a more
sophisticated way by considering the behavior of a property
with respect to time, and they are called temporally existen-
tial rigidity and actuality. In addition, a property is called
permanent with respect to time if its instances exist for all
times in worlds in which they exist at all.

The axiomatization of temporally existential rigidity
and actuality was well established; however, this does not
characterize the behavior of a property with respect to both
time and situation. For example, the following time and sit-
uation dependencies of properties are conceivable.

Time and situation dependencies:
A property (e.g., a baby) holds depending only on
time and is situationally stable, while another (e.g., a
weapon) holds depending on its use in a situation and
is temporally stable. For example, a knife can be a
weapon in one situation but is more normally employed
as a tool for eating.

In particular, these dependencies of properties are extremely
important when a property holds in one situation but not in
another at the same time. To the best of our knowledge, the
existing formal ontology has not axiomatized the existential
rigidity of properties with respect to time and/or situation
dependencies.

In this paper, we present an ontological definition
that characterizes the time and/or situation dependencies of
properties in a time- and situation-dependent semantics of
order-sorted logic. Specifically, we define a class of sorted
structures that is a semantics of order-sorted logic, quanti-
fied modal logic, and temporal logic extended by ontologi-
cal notions. The temporal and situational behaviors of prop-
erties under existential rigidity are appropriately interpreted
using varying domains and two-dimensional modalities over
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Fig. 1 The ontological property classification [4].

the Cartesian product of the sets of times and situations. We
use the semantics to declare ontologically and logically con-
sistent models that validate the ontological axioms of prop-
erties.

Alternatively, order-sorted logic has been recognized
as a tool for providing a logical knowledge representation
language for taxonomic knowledge [1]–[3], [7], [11], [13]–
[15]. This logical language contains a sort-hierarchy that
is used to represent domain-specific ontologies; however,
there is a gap between formal ontology and logical lan-
guages because the meta-properties axiomatized in formal
ontology are not easily embedded in the specifications of
logical languages, such as syntax and semantics. Kaneiwa
and Mizoguchi [8], [10] observed that the ontological prop-
erty classification [17] fits the syntax and semantics of order-
sorted logic, and they enhanced order-sorted logic by means
of the ontological notions of rigidity and sortality. In the se-
mantics, rigid sort-predicates (unary-predicates indexed by
sorts) are true across multiple knowledge bases, where each
knowledge base can transfer rigid sort-predicates from other
knowledge bases.

However, the standard order-sorted logic does not en-
compass the ontological notions of properties: existential
rigidity and time and/or situation dependencies in the syn-
tax and semantics. To represent the axioms of such onto-
logical notions, we formalize order-sorted tempo-situational
logic (OSTSL) that is extended using rigid/anti-rigid sorted
terms and three types of modal operators, namely, �, �
(tempo-situational), �Tim,�Tim (temporal), and �Sit,�Sit (sit-
uational). Next, existential rigidity and time and/or situation
dependencies are axiomatized by sorted tempo-situational
formulas.

The contributions this paper seeks to the field of formal
ontology are as follows:

(i) To present an ontological definition of the time and/or
situation dependences of properties together with exis-
tential rigidity, which can characterize the situational
behaviors of sortal properties,

(ii) To define the syntax and semantics of OSTSL, which
enhance order-sorted logic based on the ontological
definition of time and/or situation dependencies.

OSTSL is not only a useful combination of order-sorted
logic, quantified modal logic, and temporal logic; it has also
been significantly extended to include tempo-situational op-
erators over the Cartesian product of sets of times and sit-
uations. Our former work [9] addressed existential rigid-

ity and time and/or situation dependencies, but did not use
the Cartesian product of the sets of times and situations
in the semantics. This paper provides a more natural se-
mantics of tempo-situational operators, where the rigidity
and time and/or situation dependencies are redefined in the
extended semantics. Order-sorted logic has the advantage
that sorted terms and formulas adequately represent sortal
properties based on formal ontology. Cialdea-Mayer and
Cerrito’s quantified modal logic provides us with a logi-
cal language for supporting varying domains and non-rigid
terms, which can be enhanced by incorporating order-sorted
terms/formulas and tempo-situational operators. Temporal
logic contains time representation; however, it does not rep-
resent situation dependency and its combination with time
dependency.

This paper is arranged as follows. In Sect. 2, we for-
malize the syntax and semantics of OSTSL by introduc-
ing rigid/anti rigid sorted terms and sorted tempo-situational
formulas. In Sect. 3, we formally define a class of sorted
structures in Kripke semantics that is constrained by the
notions of existential rigidity and time and/or situation de-
pendencies. Next, the ontological signatures and axioms of
properties are described. Finally, in Sect. 4, we present our
conclusion and discuss future work.

2. Order-Sorted Tempo-Situational Logic

In this section, we define the syntax and semantics of order-
sorted tempo-situational logic (OSTSL).

2.1 Syntax

The alphabet of a sorted first-order tempo-situational lan-
guage L with rigidity and sort predicates comprises the fol-
lowing symbols: a countable set T of type symbols (includ-
ing the greatest type �), a countable set SA of anti-rigid sort
symbols (T∩SA = ∅), a countable set C of constant symbols,
a countable set Fn of n-ary function symbols, and a count-
able set Pn of n-ary predicate symbols (including the exis-
tential predicate symbol E; and the set PT∪SA of sort predi-
cate symbols {ps | s ∈ T ∪ SA}), the connectives ∧,∨,→,¬,
the quantifiers ∀,∃, the temporal, situational, and tempo-
situational operators �Tim,�Tim,�Sit,�Sit,�, �, and the aux-
iliary symbols (, ).

We generally refer to type symbols τ or anti-rigid sort
symbols σ as sort symbols s. T ∪ SA is the set of sort sym-
bols. Vs denotes an infinite set of variables xs of sort s. We
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abbreviate variables x� of sort � as x. The set of variables
of all sorts is denoted by V =

⋃
s∈T∪SA

Vs. The unary predi-
cates ps ∈ P1 indexed by the sorts s (called sort predicates)
are introduced for all sorts s ∈ T ∪ SA. In particular, the
predicate pτ indexed by a type τ is called a type predicate,
and the predicate pσ indexed by an anti-rigid sort σ is called
an anti-rigid sort predicate. Hereafter, we assume that the
language L contains all the sort predicates in PT∪SA .

Definition 1 (Sorted Signatures): A signature of a sorted
first-order tempo-situational language L with rigidity and
sort predicates (called sorted signature) is a tuple Σ =
(T, SA,Ω,≤) such that

1. (T ∪ SA,≤) is a partially ordered set of sorts where T ∪
SA is the union of the set of type symbols and the set
of anti-rigid sort symbols in L and each ordered pair
si ≤ s j is a subsort relation (implying that si is a subsort
of s j).

2. Ω is a set of sort declarations of constants, functions,
and predicates where

a. if c ∈ C, then there is a unique constant declara-
tion c : → τ ∈ Ω;

b. if f ∈ Fn (n > 0), then there is a unique function
declaration f : τ1 × · · · × τn → τ ∈ Ω;

c. if p ∈ Pn, then there is a unique predicate declara-
tion p : s1 × · · · × sn ∈ Ω; and

d. if ps ∈ PT∪SA , then there is a unique sort predicate
declaration ps : s′ ∈ Ω where s ≤ s′).

In sorted signatures, the sorts of constants, functions,
and predicates are declared by the following notions. The
sort declarations of constants c and functions f are denoted
by the forms c : → τ and f : τ1 × · · · × τn → τ where types
τi, τ are used to declare the domains and ranges. Constants
and functions are required to be rigidly sorted to avoid the
anti-rigid domains and ranges of constants and functions. In
contrast, the sort declarations of predicates are denoted by
the form p : s1 × · · · × sn where types and anti-rigid sorts si

can be used to set the domains of the predicates p. This is
because the domains of predicates can be anti-rigid.

Following the sorted signature, we introduce the three
types of terms: typed term, anti-rigid sorted term, and
sorted term in a sorted first-order tempo-situational lan-
guage LΣ.

Definition 2 (Typed Terms): Let Σ = (T, SA,Ω,≤) be a
sorted signature. The set T−τ of terms of type τ (called typed
terms) is the smallest set such that

1. for every xτ ∈ Vτ, xτ ∈ T−τ ,
2. for every c ∈ C with c : → τ ∈ Ω, cτ ∈ T−τ ,
3. if t1 ∈ T−τ1

, . . . , tn ∈ T−τn
, f ∈ Fn, and f : τ1 × · · · × τn →

τ ∈ Ω, then fτ∗,τ(t1, . . . , tn) ∈ T−τ with τ∗ = τ1, . . . , τn,
and

4. if t ∈ T−τ′ and τ′ ≤ τ, then t ∈ T−τ .

Definition 3 (Anti-Rigid Sorted Terms): Let Σ = (T, SA,Ω,
≤) be a sorted signature. The set T−σ of terms of anti-rigid

sortσ (called anti-rigid sorted terms) is the smallest set such
that

1. for every xσ ∈ Vσ, xσ ∈ T−σ and
2. if t ∈ T−σ′ and σ′ ≤ σ, then t ∈ T−σ .

Definition 4 (Sorted Terms): Let Σ = (T, SA,Ω,≤) be a
sorted signature. The set Ts of terms of sort s (called sorted
terms) is the smallest set such that

1. T−s ⊆ Ts and
2. if t ∈ Ts′ and s′ ≤ s, then t ∈ Ts.

We denote the set of ground terms of sort s by Ts,0. Due
to the rigidity of types and anti-rigid sorts, any anti-rigid
sorted term (in T−σ ) must be a variable term whereas typed
terms (in T−τ ) can contain constants and functions. In other
words, every anti-rigid sorted term is not rigid (e.g., xstudent)
and every typed term is rigid (e.g., cperson). We denote the
function sort(t) as the sort of a term t, i.e., sort(t) = s if t is
of the form xs, cs, or fτ∗,s(t1, . . . , tn).

Next, we define the set of sorted tempo-situational for-
mulas in the language LΣ.
Definition 5 (Sorted Tempo-Situational Formulas): Let Σ=
(T, SA,Ω,≤) be a sorted signature. The set F of formulas is
the smallest set such that

1. if t1 ∈ Ts1 , . . . , tn ∈ Tsn , p ∈ Pn, and p : s1×· · ·×sn ∈ Ω,
then p(t1, . . . , tn) is a formula,

2. if t ∈ Ts′ , p ∈ PT∪SA , and ps : s′ ∈ Ω, then ps(t) is a
formula,

3. if t ∈ T�, then E(t) is a formula, and
4. if F, F1, and F2 are formulas, then ¬F, (∀xs)F, (∃xs)F,
�TimF, �TimF, �SitF, �SitF, �F, �F, F1 ∧ F2, F1 ∨ F2,
and F1 → F2 are formulas.

The existential predicate formula E(t) asserts the existence
of entities denoted by a term t in a possible world. A sorted
formula is called closed if it does not contain free variables.

2.2 Semantics

We define the semantics for a sorted first-order tempo-
situational language LΣ. In the semantics, the sets WTim and
WSit of times and situations and three accessibility relations
RTim, RSit, and R over WTim × WSit are introduced to interpret
the temporal, situational, and tempo-situational operators
�Tim,�Tim, �Sit,�Sit, and �, �, respectively. Note that we
interpret each modal operator over the Cartesian product
WTim×WSit (denoted as W). Let tm be a time in WTim and st be
a situation in WSit. We simply denote an ordered pair 〈tm, st〉
of time and situation by �w if no confusion arises.

Definition 6 (Sorted Σ-Structures with Times and Situa-
tions): Let Σ be a sorted signature. A sorted Σ-structure
M is a tuple (W, �w0,RTim,RSit, R,U, I) such that

1. W = WTim×WSit where WTim is the set of times and WSit is
the set of situations (WTim∩WSit = ∅);

2. RTim ⊆ {〈〈tm, st〉, 〈tm′, st′〉〉 ∈ W × W | st = st′} where
RTim is reflexive and transitive;
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3. RSit ⊆ {〈〈tm, st〉, 〈tm′, st′〉〉 ∈ W ×W | tm = tm′} where
RSit is reflexive and transitive;

4. R ⊆ W×W is a superset of RTim∪RSit where R is reflexive
and transitive;

5. U is a superset of
⋃
〈tm,st〉∈W U〈tm,st〉 where U〈tm,st〉 is a

non-empty set of individuals in world 〈tm, st〉†; and
6. I = {I〈tm,st〉 | 〈tm, st〉 ∈ W} is the set of interpretation

functions I〈tm,st〉 for all worlds 〈tm, st〉 ∈ W with the
following conditions:

a. if s ∈ T ∪ SA, then I〈tm,st〉(s) ⊆ U〈tm,st〉, (in particu-
lar, if s = �, then I〈tm,st〉(s) = U〈tm,st〉). In addition,
I(s) is a superset of

⋃
〈tm,st〉∈W I〈tm,st〉(s) such that

U〈tm,st〉 ∩ I(s) ⊆ I〈tm,st〉(s)††,
b. if si ≤ s j with si, s j ∈ T ∪ SA, then I〈tm,st〉(si) ⊆

I〈tm,st〉(s j),
c. if c ∈ C and c : → τ ∈ Ω, then I〈tm,st〉(c) ∈ I(τ),
d. if f ∈ Fn and f : τ1 × · · · × τn → τ ∈ Ω, then

I〈tm,st〉( f ) : I(τ1) × · · · × I(τn)→ I(τ),
e. if p ∈ Pn and p : s1 × · · · × sn ∈ Ω, then

I〈tm,st〉(p) ⊆ I〈tm,st〉(s1) × · · · × I〈tm,st〉(sn) (in par-
ticular, if ps ∈ PT∪SA and ps : s′ ∈ Ω, then
I〈tm,st〉(ps) ⊆ I〈tm,st〉(s′)).

Unlike the above semantics, ordinal temporal logic may
have more structural time than situation. We simplify time
structures by defining them as reflexive and transitive rela-
tions. This is because temporal rigidity or anti-rigidity in
a situation and situational rigidity or anti-rigidity in a time
are similarly defined in nested combinations of temporal and
situational modalities. In our ontological modeling, time
and situation are treated equally where accessibility rela-
tions over the two-dimensional worlds are used to charac-
terize the time and situation dependencies.

To define the denotation of sorted terms, we introduce
the set CU of new constants d̄ for individuals d in U, where
every new constant is interpreted by itself. In the following,
we will adopt a sorted first-order tempo-situational language
LΣ extended by adding the set CU of new constants.

Definition 7: Let M = (W, �w0,RTim,RSit,R,U, I) be a sorted
Σ-structure. The denotation [[ ]]〈tm,st〉 : T�,0 → U〈tm,st〉 of
ground terms is defined by the following rules:

1. [[cτ]]〈tm,st〉 = I〈tm,st〉(c) for c ∈ C where c : → τ ∈ Ω,
2. [[d̄]]〈tm,st〉 = d for d̄ ∈ CU , and
3. [[ fτ∗,τ(t1, . . . , tn)]]〈tm,st〉 = I〈tm,st〉( f )([[t1]]〈tm,st〉, . . . ,

[[tn]]〈tm,st〉) for f ∈ Fn where f : τ1 × · · · × τn → τ ∈ Ω.

In this definition, T� (the domain of [[ ]]〈tm,st〉) denotes the
set of terms of all sorts since � is the greatest type and Ts

denotes the set of terms of sort s and all subsorts of it. A
closed formula is a formula without free variables. We de-
fine the set of subterms of a term t as follows:

1. if t = cτ, then sub(t) = {cτ}, and
2. if t = fτ∗,τ(t1, . . . , tn) : s, then sub(t) = { fτ∗,τ(t1, . . . , tn):

s} ∪ sub(t1) ∪ · · · ∪ sub(tn).

We define the existence of terms in each world that is

used in the satisfiability of sorted tempo-situational formu-
las.

Definition 8: Let M = (W, �w0,RTim,RSit,R,U, I) be a sorted
Σ-structure, let 〈tm, st〉 ∈ W, and let [[t]]〈tm,st〉 be the denota-
tion of a sorted ground term t in 〈tm, st〉. The set Nex〈tm,st〉
of closed formulas with sorted ground terms non-existing in
〈tm, st〉 is the smallest set such that

1. p(t1, . . . , tn) ∈ Nex〈tm,st〉 iff for some ground term t ∈
sub(t1) ∪ · · · ∪ sub(tn), [[t]]〈tm,st〉 � U〈tm,st〉;

2. ¬F, (∀xs)F, (∃xs)F ∈ Nex〈tm,st〉 iff F ∈ Nex〈tm,st〉;
3. �TimF, �TimF, �SitF, �SitF, �F, �F � Nex〈tm,st〉;
4. F1∧F2 ∈ Nex〈tm,st〉 iff F1 ∈ Nex〈tm,st〉 or F2 ∈ Nex〈tm,st〉;
5. F1 ∨ F2 ∈ Nex〈tm,st〉 iff F1 ∈ Nex〈tm,st〉 and F2 ∈

Nex〈tm,st〉; and
6. F1 → F2 ∈ Nex〈tm,st〉 iff ¬F1 ∈ Nex〈tm,st〉 and F2 ∈

Nex〈tm,st〉.

We define the satisfiability of each sorted tempo-
situational formula as follows.

Definition 9 (Σ-Satisfiability Relation):
Let M = (W, �w0,RTim,RSit,R,U, I) be a Σ-structure, let F ∈
A ∪ G ∪ C be a closed formula, and let 〈tm, st〉 ∈ W. The
Σ-satisfiability relation 〈tm, st〉 |=F is defined inductively as
follows:

1. 〈tm, st〉 |= p(t1, . . . , tn) iff ([[t1]]〈tm,st〉, . . . , [[tn]]〈tm,st〉) ∈
I〈tm,st〉(p);

2. 〈tm, st〉 |= E(t) iff there exists d ∈ U〈tm,st〉 such that
[[t]]〈tm,st〉 = d;

3. 〈tm, st〉 |=¬F iff 〈tm, st〉 �|=F;
4. 〈tm, st〉 |=F1 ∧ F2 iff 〈tm, st〉 |=F1 and 〈tm, st〉 |=F2;
5. 〈tm, st〉 |=F1 ∨ F2 iff 〈tm, st〉 |=F1 or 〈tm, st〉 |=F2;
6. 〈tm, st〉 |=F1 → F2 iff 〈tm, st〉 �|=F1 or 〈tm, st〉 |=F2;
7. 〈tm, st〉 |= (∀xs)F iff for all d ∈ I〈tm,st〉(s), 〈tm, st〉 |=

F[xs/d̄];
8. 〈tm, st〉 |= (∃xs)F iff for some d ∈ I〈tm,st〉(s), 〈tm, st〉 |=

F[xs/d̄];
9. 〈tm, st〉 |= �TimF iff for all tm′ ∈ WTim with
〈〈tm, st〉, 〈tm′, st〉〉 ∈ RTim, 〈tm′, st〉 |= F or F ∈
Nex〈tm′,st〉;

10. 〈tm, st〉 |= �TimF iff for some tm′ ∈ WTim with
〈〈tm, st〉, 〈tm′, st〉〉 ∈ RTim, 〈tm′, st〉 |= F and F �
Nex〈tm′,st〉;

11. 〈tm, st〉 |= �SitF iff for all st′ ∈ WSit with
〈〈tm, st〉, 〈tm, st′〉〉 ∈ RSit, 〈tm, st′〉 |=F or F ∈ Nex〈tm,st′〉;

12. 〈tm, st〉 |= �SitF iff for some st′ ∈ WSit with
〈〈tm, st〉, 〈tm, st′〉〉 ∈ RSit, 〈tm, st′〉 |= F and F �
Nex〈tm,st′〉;

13. 〈tm, st〉 |=�F iff for all �w′ ∈ W with 〈〈tm, st〉, �w′〉 ∈ R,
�w′ |=F or F ∈ Nex�w′ ; and

14. 〈tm, st〉 |= �F iff for some �w′ ∈ W with 〈〈tm, st〉, �w′〉 ∈
R, �w′|=F and F � Nex�w′ ;
†Each world can have a different domain (possibly U�w1 � U�w2 ).
††If an individual in I(s) exists in a world 〈tm, st〉, then it must

belong to the interpretation I〈tm,st〉(s) in 〈tm, st〉. That is, I(s) may
be constructed by

⋃
〈tm,st〉∈W I〈tm,st〉(s) and individuals non-existing

in any world.
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Note that the tempo-situational formula �F is satisfied
in a pair 〈tm, st〉 of time tm and situation st if for any world
�w′ accessible from 〈tm, st〉, F is satisfied in �w′ (�w′ |= F) or
some ground terms in F do not exist in �w′ (F ∈ Nex�w′ ). Let
F be a formula. It is Σ-true in M if �w0 |= F (M is a Σ-model
of F). If F has a Σ-model, it is Σ-satisfiable, otherwise, it is
Σ-unsatisfiable. F is Σ-valid if every sorted Σ-structure is a
Σ-model of F.

3. A Property Classification in Semantics

In this section, we define a specific semantics of OSTSL to
characterize the time and/or situation dependencies of prop-
erties under existential rigidity.

3.1 Specific Sorted Structures

In this study, we focus on the temporal and situational be-
haviors of properties where other specific possible worlds
(e.g., beliefs and locations that are neither times nor sit-
uations) are not introduced in the Kripke semantics. The
time and/or situation dependencies of properties are seman-
tically defined by constraining a class of sorted Σ-structures
M = (W, �w0,RTim,RSit, R,U, I), i.e., the ontological conditions
are added to the interpretation of properties over the Carte-
sian product W = WTim× WSit. In particular, the two sets WTim

and WSit of times and situations and the three accessibility
relations R, RTim, and RSit over W ×W are used to define ex-
istential rigidity and the time and/or situation dependencies
of properties.

In the specific semantics, the tempo-situational for-
mulas constructed by the three types of modal operators,
namely, �, � (tempo-situational), �Tim, �Tim (temporal), and
�Sit,�Sit (situational) are well interpreted. To axiomatize ex-
istential rigidity and time and/or situation dependencies, we
use the temporal, situational, and tempo-situational opera-
tors to assert the statement that a formula F holds for any
accessible time, situation, or world, whenever individuals
exist. For example, the sorted tempo-situational formula

�Tim pmale(bobperson)

implies that for any time accessible from a world, Bob is a
male person as long as he exists.

3.2 Rigidity

We semantically define the rigidity of properties expressed
by sorts in sorted Σ-structures. Let τ be a type (i.e., substan-
tial sort). The rigidity of types is defined by the following
statement:

• For all possible worlds �wi, �w j ∈ W, I�wi
(τ) = I�w j

(τ).

This leads to the rigidity of individuals denoted by constants
and functions. Let c be a constant and f be a function. Then,
the following statement holds:

• For all possible worlds �wi, �w j ∈ W, I�wi
(c) = I�w j

(c), and
I�wi

( f ) = I�w j
( f ).

However, the constant domains do not appear to be realistic
since there may be different entities (individuals) in each
possible world. For example, every instance of the property
person ceases to exist at some time since no person can live
forever. In light of this, we use varying domains such that
U�w is the set of individuals existing in a possible world �w =
〈tm, st〉. The varying domains enable us to consider the case
where U�w1

and U�w2
do not coincide for some possible worlds

�w1, �w2 ∈ W.
The rigidity of sorts, constants, and functions is re-

defined by supporting individual existence in the following
manner.

Definition 10 (Existential Rigidity):
Let M = (W, �w0,RTim,RSit,R,U, I) be a sorted Σ-structure.
Then, the following conditions hold:

1. for every constant c, if I�wi
(c), I�w j

(c) ∈ U�wi
∩ U�w j

, then
I�wi

(c) = I�w j
(c),

2. for every n-ary function f , if d1, . . . , dn ∈ U�wi
∩ U�w j

and {I�wi
( f )(d1, . . . , dn), I�w j

( f )(d1, . . . , dn)} ⊆ U�wi
∩U�w j

,
then I�wi

( f )(d1, . . . , dn) = I�w j
( f )(d1, . . . , dn),

3. for every type τ and for every world �w, if d ∈ I�w(τ) and
〈�w, �w′〉 ∈ R, then d ∈ U�w′ implies d ∈ I�w′(τ), and

4. for every anti-rigid sort σ and for every world �w, if
d ∈ I�w(σ), then there exists �w j ∈ W with 〈�w, �w j〉 ∈ R
such that d � I�w j

(σ) with d ∈ U�w j
.

Note that the sorted Σ-structures (in Definition 6) guarantee
that each U�w is a non-empty set of individuals.

3.3 Time and Situation Dependencies

The semantics can be further elaborated in terms of time
and/or situation dependencies. The two-dimensional modal-
ities of time and situation are used to define distinctions
among anti-rigid sorts (as non-substantial properties). We
show some examples of time and/or situation dependencies
that classify anti-rigid sorts as follows:

Time dependent: baby, child, youth, adult, elderly
Situation dependent: teacher, student, nurse
Time-situation dependent: novice teacher

In Fig. 2, these distinctions are added to the non-substantial
properties in the ontological property classification. Time
dependency implies that the meaning of a property depends
only on time or is decided essentially by time. For example,
the property baby is time dependent, so that each instance
has the denoting property in a particular time or period.

Situation dependency indicates that a situation estab-
lishes whether a property holds but time does not. Moreover,
the situation dependency obtained from extending types
(such as weapon and table, but not student) involves a com-
plex idea, as described below. We can regard the prop-
erty weapon as a substantial sort (type); however, it is anti-
rigid and situation-dependent if it is used as a role expressed
by the sort predicate pweapon. For instance, the properties
weapon and table have the following two types of instances:
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Fig. 2 Time and/or situation dependencies in ontological property classification.

(i) Guns and dining tables that innately possess the prop-
erty of weapon and table

(ii) Knives and boxes that play the roles of weapon and
table, respectively

In the latter case, the properties are not really the aforemen-
tioned artifacts and are just referred to as weapon and table.
Thus, knives play the role of a weapon only when they are
used to attack or kill someone. In the language of OSTSL,
the former case is an instantiation of a sort (e.g., constant
ckni f e of sort kni f e), and the latter case is an individual char-
acterized by a sort predicate (e.g., pweapon(ckni f e)). In other
words, the type weapon is rigid, but the property pweapon is
anti-rigid (situation dependent). It guarantees that all types
are still rigid even if an individual additionally belongs to
the predicate denoted by a type (e.g., a knife is being used
as a weapon but not essentially as a weapon). We consider
such different interpretations for a property to be appropri-
ate because we also interpret a natural language word (e.g.,
weapon) as having an essential property and a role.

Here, we define these dependencies semantically in
possible worlds over the Cartesian product of WTim and WSit.
The basic notion of interpreting time dependency is that for
every time-dependent property p and for every individual
d ∈ U, if d ∈ I〈tm,st〉(p) with tm ∈ WTim, then another time
tm j ∈ WTim exists such that d � I〈tm j,st〉(p). This simple defini-
tion is based on the constant domains, which can be refined
by considering the existence of individuals in each world. In
the following, time, situation, and time-situation dependen-
cies with individual existence are defined over accessibility
relations over W ×W.

Definition 11 (Time Dependency):
Let M = (W, �w0,RTim,RSit,R,U, I) be a sorted Σ-structure. A
unary predicate p is time-dependent if the following state-
ments hold:

1. (temporally existential anti-rigid)
for all 〈�w, 〈st, tm〉〉 ∈ RTim and for all d∈U〈st,tm〉,

- if d ∈ I〈st,tm〉(p), then there exists tm j ∈ WTim with
〈〈st, tm〉, 〈st, tm j〉〉 ∈ RTim such that d � I〈st,tm j〉(p)
with d ∈ U〈st,tm j〉.

2. (situationally existential rigid at a time)
for all �w ∈ W and for all tm ∈ WTim,

- if d ∈ I〈tm,st〉(p) with 〈�w, 〈tm, st〉〉 ∈ RTim, then for
all situations st′ ∈ WSit with 〈〈tm, st〉, 〈tm, st′〉〉 ∈

RSit, d ∈ U〈tm,st′〉 implies d ∈ I〈tm,st′〉(p).

Temporally existential anti-rigid implies that for every
time tm accessible from a world �w, if an individual d has the
property p at the time tm, we can find a time tm j accessible
from tm where the individual does not have the property.
Situationally existential rigid at a time defines the fact that
for every time tm accessible from a world �w, if an individual
d has the property p at the time tm, then the individual has
this property in any situation st accessible from the time tm
as long as the individual exists.

Similar to the above time dependency, situation depen-
dency can be defined as follows:

Definition 12 (Situation Dependency):
Let M = (W, �w0,RTim,RSit,R,U, I) be a sorted Σ-structure.
A unary predicate p is situation-dependent if the following
statements hold:

1. (situationally existential anti-rigid)
for all 〈�w, 〈tm, st〉〉 ∈ RSit and for all d ∈ U〈tm,st〉,

- if d ∈ I〈tm,st〉(p), then there exists st j ∈ WSit with
〈〈tm, st〉, 〈tm, st j〉〉 ∈ RSit such that d � I〈tm,st j〉(p)
with d ∈ U〈tm,st j〉.

2. (temporally existential rigid in a situation)
for all �w ∈ W and for all st ∈ WSit,

- if d ∈ I〈tm,st〉(p) with 〈�w, 〈tm, st〉〉 ∈ RSit, then for
all times tm′ ∈ WTim with 〈〈tm, st〉, 〈tm′, st〉〉 ∈ RTim,
d ∈ U〈tm′,st〉 implies d ∈ I〈tm′,st〉(p).

Further, time-situation dependency is defined such that
the meaning of a property depends on both the time and the
situation. For example, the property novice teacher is time-
situation dependent. Since each novice teacher will become
a veteran teacher after a certain number of years, the prop-
erty novice teacher holds only at a particular time in a sit-
uation. In other words, time-situation dependency implies
time dependency under a situation, while situation depen-
dency bears no relationship to time. In the semantics with
varying domains, time-situation dependency can be defined
as a more complex dependency, as shown below.

Definition 13 (Time-Situation Dependency):
Let M = (W, �w0,RTim,RSit, R,U, I) be a sorted Σ-structure. A
unary predicate p is time-situation dependent if the follow-
ing statements hold:
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1. (situationally existential anti-rigid) the same as in Def-
inition 12.

2. (temporally existential anti-rigid in a situation)
for all �w ∈ W and for all st ∈ WSit,

- if d ∈ I〈tm,st〉(p) with 〈�w, 〈tm, st〉〉 ∈ RSit,
then there are some tmi, tm j ∈ WTim with
〈〈tm, st〉, 〈tmi, st〉〉, 〈〈tm, st〉, 〈tm j, st〉〉 ∈ RTim such
that d ∈ I〈tmi,st〉(p) and d � I〈tm j,st〉(p) with d ∈
U〈tmi,st〉 ∩ U〈tm j,st〉.

In addition to situational anti-rigidity, temporally exis-
tential anti-rigid in a situation implies that for every situa-
tion st accessible from a world �w, if an individual d has the
property p in the situation st, then there are times tmi, tm j

accessible from st such that the individual has the property p
at tmi but not at tm j. Time-situation dependency is enhanced
by the fact that neither time nor situation dependency can
explain time-situation-dependent properties (such as novice
teachers). This is because time-situation dependency is dif-
ferent from both time and situation dependencies holding.

3.4 Ontological Signatures and Axioms for Properties

We consider whether each sort in OSTSL is time, situation,
or time-situation dependent. Types can be situation depen-
dent (i.e., no type has time dependency or time-situation
dependency), while anti-rigid sorts can be either time, sit-
uation, or time-situation dependent. For example, the type
weapon is situation dependent, and the anti-rigid sort adult
is time dependent. Each sort predicate ps has the same de-
pendency as its sort s.

A partially ordered set (T ∪ SA,≤) constructs a sort-
hierarchy by suitably ordering different types of sorts where
the subsort relation is assumed to be transitive and reflex-
ive. In other words, the sort-hierarchy is restricted by the
following conditions.

• No subsort of anti-rigid sorts is a type.
• No subsort of situation dependent sorts or time-

situation dependent sorts is time dependent.
• No subsort of time dependent sorts or time-situation

dependent sorts is situation dependent.

They are ontologically guaranteed by the fact that each sort
inherits (temporal and situational) anti-rigidity from its su-
persorts. For example, the sort novice teacher must be situ-
ationally existential anti-rigid (as time-situation dependent)
if the supersort teacher is situation dependent.

The restrictions of the sort-hierarchy define an ontolog-
ical sorted signature, as follows.

Definition 14 (Ontological Sorted Signatures): An onto-
logical sorted signature is a signature Σ = (T, SA,Ω,≤) such
that

1. every subsort of types is a type or an anti-rigid sort (s ≤
τ) and every subsort of anti-rigid sorts is an anti-rigid
sort (σ ≤ σ′);

2. every subsort of time dependent sorts is time or time-
situation dependent;

3. every subsort of situation dependent sorts is situation
or time-situation dependent; and

4. every subsort of time-situation dependent sorts is time-
situation dependent.

We describe ontological axioms in the class of sorted
Σ-structures M = (W, �w0,RTim,RSit, R,U, I) that assert exis-
tential rigidity, time dependency, situation dependency, and
time-situation dependency (in Definitions 10 - 13). The
rigidity and time and/or situation dependencies in sorted Σ-
structures validate the ontological axioms of properties, as
follows.

Proposition 1 (Ontological Axioms): Let pτ be a type
predicate with pτ : τ0, τ ≤ τ0 ∈ Ω and pσ be an anti-rigid
sort predicate with pσ : τ ∈ Ω. The following axioms are
Σ-valid.

1. Rigid predicate axiom:
(∀xτ)(pτ(xτ)→ �pτ(xτ)) if pτ is not situation dependent

2. Anti-rigid predicate axiom:
(∀xτ)(pσ(xτ)→ �(¬pσ(xτ)))

3. Time dependency axiom:
�Tim(∀xτ)(pσ(xτ)→ �Tim(¬pσ(xτ)))
�Tim(∀xτ)(pσ(xτ)→ �Sit pσ(xτ))

4. Situation dependency axiom:
�Sit(∀xτ)(p(xτ)→ �Sit(¬p(xτ)))
�Sit(∀xτ)(p(xτ)→ �Tim p(xτ)) where p is pτ or pσ

5. Time-situation dependency axiom:
�Sit(∀xτ)(pσ(xτ)→ �Sit(¬pσ(xτ)))
�Sit(∀xτ)(pσ(xτ)→ (�Tim pσ(xτ) ∧ �Tim(¬pσ(xτ))))

Proof. Let M = (W, �w0,RTim,RSit,R,U, I) be any sorted Σ-
structure. We prove that it satisfies the axioms.

(rigid predicate axiom)
Let d be any individual in I�w0

(τ) (⊆ U�w0
). If pτ is an

inextensible type predicate with pτ : τ ∈ Ω and �w0 |= pτ(d̄),
then d ∈ I�w0

(τ) (due to the condition I�w(τ) = I�w(pτ) for every
�w ∈ W). So, by Condition (2) of Definition 6, for all �w′ with
〈�w0, �w

′〉 ∈ R, d ∈ U�w′ implies d ∈ I�w′(τ) (= I�w′(pτ)). So,
pτ(d̄) ∈ Nex�w′ (i.e., [[d̄]]�w′ � U�w′) or �w′ |= pτ(d̄). Hence,
�w0 |=�pτ(d̄).

(anti-rigid predicate axiom)
Let d ∈ I�w0

(τ) (⊆ U�w0
). By Condition (2) of Def-

inition 6, if d ∈ I�w0
(σ), then there exists �w j ∈ W with

〈�w0, �w j〉 ∈ R such that d � I�w j
(σ) with d ∈ U�w j

. Thus, for
every d′ ∈ I�w0

(τ), �w0 |= pσ(d̄′) implies that for some �w j ∈ W
with 〈�w0, �w j〉 ∈ R, �w j |= ¬pσ(d̄′) and ¬pσ(d̄′) � Nex�w j

ac-
cording to I�w(σ) = I�w(pσ) for every �w ∈ W. Therefore, for
every d′ ∈ I�w0

(τ), �w0 |= pσ(d̄′)→ �(¬pσ(d̄′)).

(time dependency axiom)
Let tm be any time in WTim with 〈�w0, 〈tm, st〉〉 ∈ RTim,

and let d ∈ I〈tm,st〉(τ) (⊆ U〈tm,st〉). By the temporal unsta-
bility, for every time-dependent predicate pσ with pσ : τ ∈
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Ω, if d ∈ I〈tm,st〉(pσ), then there exists 〈tm j, st〉 ∈ WTim

with 〈〈tm, st〉, 〈tm j, st〉〉 ∈ RTim such that d � I〈tm j,st〉(pσ)
with d ∈ U〈tm j,st〉. So, for every d′ ∈ I〈tm,st〉(τ), if
〈tm, st〉 |= pσ(d̄′), then 〈tm, st〉 |= �Tim(¬pσ(d̄′)). Thus,
〈tm, st〉 |= (∀xτ)(pσ(xτ) → �Tim(¬pσ(xτ))). Therefore, �w0 |=
�Tim(∀xτ)(pσ(xτ) → �Tim(¬pσ(xτ))). Moreover, by the situ-
ational stability, if d ∈ I〈tm,st〉(pσ) with 〈�w0, 〈tm, st〉〉 ∈ RTim,
then for all situations st′ ∈ WSit with 〈〈tm, st〉, 〈tm, st′〉〉 ∈ RSit,
d ∈ U〈tm,st′〉 (iff pσ(d̄) � Nex〈tm,st′〉) implies d ∈ I〈tm,st′〉(pσ).
Then, for every d′ ∈ I〈tm,st′〉(τ), 〈tm, st′〉 |= pσ(d̄′) →
�Sit pσ(d̄′), so that �w0 |=�Tim(∀xτ)(pσ(xτ)→ �Sit pσ(xτ)).

(situation dependency axiom)
Similar to the above proof of the time dependency ax-

iom.

(time-situation dependency axiom)
Let pσ be a time-situation dependent predicate with

pσ : τ ∈ Ω. The first formula is Σ-valid because it is
the same as the situation dependency axiom. Let st be
any situation in WSit with 〈�w0, 〈tm, st〉〉 ∈ RSit, and let d ∈
I〈tm,st〉(τ) (⊆ U〈tm,st〉). If 〈tm, st〉 |= pσ(d̄), then by the situa-
tional unstability under time, for some tmi, tm j ∈ WTim with
〈〈tm, st〉, 〈tmi, st〉〉, 〈〈tm, st〉, 〈tm j, st〉〉 ∈ RTim, d ∈ I〈tmi,st〉(pσ)
and d � I〈tm j,st〉(pσ) with d ∈ U〈tmi,st〉 ∩ U〈tm j,st〉. Thus, for
every d′ ∈ I〈tm,st〉(τ), st |= pσ(d̄) implies 〈tmi, st〉 |= pσ(d̄′) and
〈tm j, st〉 |=¬pσ(d̄′) where pσ(d̄′) � Nex〈tmi ,st〉 and ¬pσ(d̄′) �
Nex〈tm j,st〉. So, we have st |= (∀xτ)(pσ(xτ) → (�Tim pσ(xτ) ∧
�Tim(¬pσ(xτ)))). Therefore, this derives the conclusion that
�w0 |=�Sit(∀xτ)(pσ(xτ)→ (�Tim pσ(xτ) ∧ �Tim(¬pσ(xτ)))). �

We denote the set of axioms by ALΣ . OSTSL takes
into account the notion of individual existence, and there-
fore these axioms suitably assert the time and/or situation
dependencies under existential rigidity. The first axiom im-
plies that if a rigid predicate holds, then it holds in any world
as long as x exists. The second axiom implies that if an
anti-rigid predicate holds, then there exists another world
wherein it does not hold. The third axiom indicates the anti-
rigidity at a particular time and the rigidity in any situation
within the time that the property holds. Similarly, the fourth
axiom implies the anti-rigidity in a particular situation and
the rigidity at any time within the situation that the property
holds. The axiom of time-situation dependency expresses
the anti-rigidity in a situation, and if the property holds in a
situation, then the property holds at a time but not at another
time.

We now provide an example of sorted tempo-
situational formulas, as follows.

Example 1: Let papple be a type predicate and pnov teacher

be an anti-rigid sort predicate (time-situation dependent)
where papple : fruit and pnov teacher : person in Ω. Then, the
two sorted temporal and situational formulas:

papple(c fruit)→ �papple(c fruit)

and

�Sit(pnov teacher( johnperson)→ (�Tim pnov teacher( johnperson) ∧
�Tim¬pnov teacher( johnperson)))

are Σ-valid. The subformula �papple(c fruit) expresses rigidity
with individual existence. This implies “c fruit is an apple in
any world as long as it exists,” (for any accessible world
�w ∈ W, if [[c fruit]]〈tm,st〉 ∈ U�w (it exists), then [[c fruit]]〈tm,st〉 ∈
I�w(papple)), but this does not imply “c fruit is an apple forever”
or “c fruit exists forever.” Moreover, the subformula:

�Tim¬pnov teacher( johnperson)

indicates “there is a time where the person johnperson exists
but is not a novice teacher.”

3.5 Ontological Property Description in Ontology Lan-
guages

We briefly discuss how rigid sorts and time and/or situation
dependent sorts can be represented in a formal ontology lan-
guage like RDF (Resource Description Language) and OWL
(Web Ontology Language). Unfortunately, RDF and OWL
have no modal operators to represent the rigidity and time
and/or situation dependences.

We can describe rigid sorts and time and/or situation
dependent sorts using the meta-modeling of RDF, as fol-
lows. Let rigidClass and situationDependentClass
be new meta-classes, i.e., the following subclass relations
are additionally declared.

rigidClass rdfs:subClass rdfs:Class.

situationDependentClass

rdfs:subClass rdfs:Class.

Then, the RDF triple

person rdf:type rigidClass.

indicates that person is a rigid class. Also, the RDF triple

student rdf:type situationDependentClass.

indicates that student is a situation dependent class.
In addition, each instance of anti-rigid sorts is repre-

sented using an extension of RDF with time labeling [6] as
follows.

Tom rdf:type student [st1].

This triple states that Tom is a student in situation st1.
We can describe such an ontology, including rigid sorts

and time and/or situation dependent sorts, that is semanti-
cally guaranteed in our time and situation-dependent seman-
tics. Our semantics can be used to enhance the RDF entail-
ment rules by adding inference rules for the rigidity and time
and/or situation dependencies.
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4. Conclusion and Future Work

We have presented a specific semantics based on the onto-
logical notions of sortality, rigidity, and time and/or situation
dependencies in OSTSL. The specific semantics is defined
by a class of sorted structures where the ontological prop-
erty classification is embedded in the extended order-sorted
logic. We have shown that the specific semantics validates
the ontological axioms of properties for existential rigidity
and time and/or situation dependencies.

Future work in this area concerns considering the tem-
poral operators “always in the future,” “always in the past,”
“until,” and “since” in the ontological property classifica-
tion. This extension gives rise to more complex time struc-
tures than is represented by the situation in the semantics. If
these temporal operators are refined by existential rigidity,
we can more precisely characterize the temporal features of
properties in the real world. For example, although defin-
ing the feature that the property person holds from the time
of birth of a given person until the time of his/her death is
possible, our work does not yet cover such a broad property.

References

[1] A.G. Cohn, “Taxonomic reasoning with many sorted logics,” Artif.
Intell. Review, vol.3, pp.89–128, 1989.

[2] A.M. Frisch, “The substitutional framework for sorted deduction:
Fundamental results on hybrid reasoning,” Artif. Intell., vol.49,
no.1-3, pp.161–198, 1991.

[3] J.A. Goguen and J. Meseguer, “Order-sorted algebra I: Equational
deduction for multiple inheritance, overloading, exceptions and par-
tial operations,” Theor. Comput. Sci., vol.105, no.2, pp.217–273,
1992.

[4] N. Guarino, M. Carrara, and P. Giaretta, “An ontology of meta-level
categories,” Proc. 4th Int. Conf. on the Principles of Knowledge
Representation and Reasoning, pp.270–280, 1994.

[5] N. Guarino and C. Welty, “Ontological analysis of taxonomic rela-
tionships,” Proc. ER-2000: The Conference on Conceptual Model-
ing, pp.210–224, 2000.

[6] C. Gutierrez, C.A. Hurtado, and A.A. Vaisman, “Introducing time
into rdf,” IEEE Trans. Knowl. Data Eng., vol.19, no.2, pp.207–218,
2007.

[7] K. Kaneiwa, “Order-sorted logic programming with predicate hier-
archy,” Artif. Intell., vol.158, no.2, pp.155–188, 2004.

[8] K. Kaneiwa and R. Mizoguchi, “Ontological knowledge base rea-
soning with sort-hierarchy and rigidity,” Proc. 9th International Con-
ference on the Principles of Knowledge Representation and Reason-
ing (KR2004), pp.278–288, 2004.

[9] K. Kaneiwa and R. Mizoguchi, “An order-sorted quantified modal
logic for meta-ontology,” Proc. International Conference on Au-
tomated Reasoning with Analytic Tableaux and Related Meth-
ods (TABLEAUX2005), pp.169–184, LNCS 3702, Springer-Verlag,
2005.

[10] K. Kaneiwa and R. Mizoguchi, “Distributed reasoning with ontolo-
gies and rules in order-sorted logic programming,” J. Web Seman-
tics, vol.7, no.3, pp.252–270, 2009.

[11] M. Schmidt-Schauss, Computational Aspects of an Order-Sorted
Logic with Term Declarations, Springer-Verlag, 1989.

[12] B. Smith, “Basic concepts of formal ontology,” Formal Ontology in
Information Systems, pp.19–28, 1998.

[13] G. Smolka, Logic Programming over Polymorphically Order-Sorted
Types, PhD thesis, Universitat Kaiserslautern., 1989.

[14] C. Walther, “A mechanical solution of Schubert’s steamroller by
many-sorted resolution,” Artif. Intell., vol.26, no.2, pp.217–224,
1985.

[15] T. Weibel, “An order-sorted resolution in theory and practice,”
Theor. Comput. Sci., vol.185, no.2, pp.393–410, 1997.

[16] C. Welty and W. Andersen, “Towards ontoclean 2.0: A framework
for rigidity,” Applied Ontology, vol.1, no.1, pp.107–116, 2005.

[17] C. Welty and N. Guarino, “Supporting ontological analysis of tax-
onomic relationships,” Data and Knowledge Engineering, vol.39,
no.1, pp.51–74, 2001.

Ken Kaneiwa is an Associate Professor
of the Department of Electrical Engineering and
Computer Science, Iwate University. He worked
for Fujitsu, Ltd. from 1993 to 1996, and re-
ceived his M.S. and Ph.D. degrees from Japan
Advanced Institute of Science and Technology
in 1998 and 2001, respectively, majoring in In-
formation Science in both cases. His research
interests include Knowledge Representation and
Reasoning, Order-Sorted Logic, and Semantic
Web. He is a member of the Japan Society for

Software Science and Technology, the Information Processing Society of
Japan, the Japanese Society for Artificial Intelligence, and the Association
for Logic Programming.

Riichiro Mizoguchi received Ph.D. de-
gree from Osaka University in 1977 and is cur-
rently Professor of the Institute of Scientific
and Industrial Research, Osaka University. His
research interests include Non-parametric data
analyses, Knowledge-based systems, Ontologi-
cal engineering and Intelligent learning support
systems. Dr. Mizoguchi was President of In-
ternational AI in ED Society, Asia-Pacific So-
ciety for Computers in Education from 2001 to
2003 and of Japanese Society for Artificial In-

telligence (JSAI) from 2006 to 2008, respectively. He received honorable
mention for the Pattern Recognition Society Award, the Institute of Elec-
tronics, Information and Communication Engineers Award, 10th Anniver-
sary Paper Award of JSAI, Best paper Awards of ICCE99 and ICCE2006,
Okawa publication award and best paper award of JSAI in 1985, 1988,
1996, 1999, 2006, 2005 and 2006, respectively. He is currently vice-
president of Semantic Web Science Association (SWSA).


