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On Non-overlapping Words

Tetsuo MORIYA†a) and Itaru KATAOKA†, Members

SUMMARY Let Q be the set of all primitive words over a finite alpha-
bet having at least two letters. In this paper, we study the language D(1)
of all non-overlapping (d-primitive) words, which is a proper subset of Q.
We show that D(1) is a context-sensitive langauage but not a deterministic
context-free language. Further it is shown that [D(1)]n is not regular for
n ≥ 1.
key words: primitive word, non-overlapping word, d-primitive word,
context-sensitive, context-free

1. Introduction

The notion of primitivity of words plays a central role in
algebraic coding theory and combinatorial theory of words
(See [8], [10], [11]). Many studies have been done on
context-freeness for the language Q of all primitive words,
and furthermore context-freeness for some subsets of Q has
been shown in [2], [3], [7].

On the other hand, various research efforts have been
done on the langaluge D(1) of all non-overlapping words
among subsets of Q. (See, [1], [4], [9], [13], for example.)
However there are very few results of D(1) with respect to
Chomsky-hierarchy except for [9].

In this paper, we discuss D(1) and related lanaguaes
with respect to the Chomsky-hierarchy. In Sect. 2, some ba-
sic definition and results are presented. In Sect. 3, we show
that D(1) is context-sensitive but not deterministic context-
free. In Sect. 4, we show that [D(1)]n is not regular for n ≥ 1.
For the cases of n = 1 and n = 2, the authors have already
proved this in [9].

2. Preliminaries

Let Σ be an alphabet consisting of at least two letters. Σ∗
denotes the free moniod generated by Σ, that is, the set of all
finite words over Σ, including the empty word ε, and Σ+ =
Σ∗−{ε}. For w in Σ∗, |w| denotes the length of w. A language
over Σ is a set L ⊆ Σ∗.

For a word u ∈ Σ+, if u = vw for some v,w ∈ Σ∗, then
v (w) is called a prefix (suffix) of u, denoted by v ≤p u (w ≤s

u, resp.). For a word w, let Pref (w) (Suff (w)) be the set of
all prefixes (suffixes, resp.) of w.

A nonempty word u is called a primitive word if u =
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f n, f ∈ Σ+, n ≥ 1 always implies that n = 1. Let Q be
the set of all primitive words over Σ. A nonempty word u
is a non-overlapping word if u = vx = yv for x, y ∈ Σ+
always implies that v = ε. Let D(1) be the set of all non-
overlapping words over Σ. A word in D(1) is also called a
d-primitive word (See [1] and [12]). The comlement of D(1)
with respect to Σ∗ is denoted by D(1), that is D(1) = Σ∗ −
D(1). Define [D(1)]1 = D(1) and [D(1)]n = [D(1)]n−1D(1)
for n ≥ 2.

Fact 1: Let a, b ∈ Σ, and n ≥ 1.
(1) For k1 > k2 ≥ 0, w1 = an+k1 bn+k2 anbn ∈ D(1).
(2) For k2 > k1 ≥ 0, w2 = an−k1 bn−k2 anbn ∈ D(1).
(3) For 0 < i, j < n, and l ≥ 0, an+lbia jbnanbn ∈ D(1).
(4) For 0 < i, j < n, and k ≥ 0, anbia jbn+kanbn ∈ D(1)

3. D(1) and D(1) in the Chomsky-hierarchy

In this section, we show that D(1) is context-sensitive but
not deterministic context-free.

Proposition 2: D(1) is not a context-free language.

Proof.
Suppose that D(1) were a context-free language. Then

L = D(1) ∩ a+b+a+b+ = {aib j+kai+mbj |i ≥ 1, j ≥ 1, k,m ≥
0} would also be a context-free language. We shall prove
that L is not context-free using the pumping lemma. (see
[5], for example). Let n be an integer sufficient large for L
and pick z = anbnanbn. We may write z = uvwxy subject to
the usual constrains |vwx| ≤ n and vx � ε. There are several
cases to consider, depending where uvw is in z.
(Case 1) |uvwx| ≤ n; vx ∈ a+.

Let |vx| = k, where k > 0. Then uv2wx2y = an+kbnanbn

is in D(1).
(Case 2) |uvw| < n < |uvwx|

Set |v| = l, |x| = k1+k2, x = ak1 bk2 , where 0 ≤ l, k1, k2 <
n, and 0 < l + k1 + k2 ≤ n.

Since k1 � 0, k2 � 0, and k1, k2 < n, we have
uv2wx2y = an+lbk2 ak1 bnanbn is in D(1) by Fact1 (3).
(Case 3) |uv| ≤ n ≤ |uvw|

Set v = ak1 and x = bk2 , where k1, k2 ≥ 0.
If k1 � 0, then uv2wx2y = an+k1 bn+k2 anbn is in D(1) by

Fact 1 (1). If k2 � 0, then uwy = an−k1 bn−k2 anbn is in D(1)
by Fact 1 (2).
(Case 4) |u| ≤ n < |uv|

Set |v| = l1 + l2, |x| = k, v = al1 bl2 , where 0 ≤ l1, l2, k <
n, and 0 < l1 + l2 + k ≤ n. If l1 � 0, then uv2wx2y =
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anbl2 al1 bn+kanbn ∈ D(1) by Fact 1 (4). If l1 = 0, then uwx =
anbn−l2−kanbn ∈ D(1) by Fact 1 (2).
(Case 5) n < |u| < 2n and |uv| < 2n
(5-1) |uvwx| < 2n; vwx ∈ b+ Let |v| = l, |x| = k with 0 <
l + k ≤ n. uwy = anbn−k−lanbn ∈ D(1) by Fact 1 (2).
(5-2) |uvwx| > 2n; v ∈ b+. Let |v| = l.
(5-2-1) |uvw| < 2n

Set |x| = k1 + k2, and x = bk1 ak2 , where k1, k2 > 0. We
have uwy = anbn−l−k1 an−k2 bn ∈ D(1).
(5-2-2) |uvw| ≥ 2n

Set |x| = k, and x = ak, where k > 0. We have uwy =
anbn−lan−kbn ∈ D(1).
(Case 6) n < |u| < 2n and |uv| ≥ 2n

Let |x| = k, |v| = l1 + l2, v = bl1 al2 . We have that
uwy = anbn−l1 an−l2−kbn.
(Case 7) |u| ≥ 2n

The argument is symmetric to the above cases. ::

Corollary 3: D(1) is not deterministic context-free.

Proof. The result holds since the class of deterministic
context-free languages is closed under complement (See
[5].) ::

Proposition 4: D(1) is context-sensitive.

Proof. Let M be a Turing machine with an input tape T1

and a working tape T2. M operates the following steps for a
given word w on T1: Let |w| = n.
(1) For k = 1 to n/2, M iterates (1.1)–(1.2).
(1.1) M puts the prefix x and suffix y with |x| = |y| = k of w

on T2

(1.2) M checks whether x is equal to y; if x is equal to y,
then M halts in a state “Yes”; otherwise, M turn back to step
(1.1) (for the next k) again.
(2) M halts in a state “No”

Since the length of a given word w is finite, one needs
only |w| space on both of the tapes. Therefore M is a linear
bounded automaton which accepts D(1). ::

Corollary 5: D(1) is context-sensitive.

Proof. The result holds since the class of context-sensitive
languages is closed under complement. [6]

4. Regularity of [D(1)]n

In this section, we show that [D(1)]n is not regular for n ≥ 1.
First we present some lemmas necessary for the proof of the
aimed proposition as follows.

Lemma 6: Let m ≥ 1, x, x′ ∈ Σ+ with x′ ≤s x, u′, u”, y ∈
Σ∗. For any u ∈ D(1), if x′(yx)m = u′uu”, then |u| ≤ |yx|.
Proof. Suppose that |yx| < |u|.
(Case 1) u = zxyw for some z,w ∈ Σ∗, with |zw| > 0. Since
z ≤s y and w ≤p x, we have that u = zwvzw for some v ∈ Σ∗.
Thus u � D(1).
(Case 2) u = z′yxw′ for some z′,w′ ∈ Σ∗, with |z′w′| > 0. By
the same argument as in Case 1, u � D(1).
(Case 3) u = y′xy” for some y′ ≤s y and some y” ≤p y.

Since |y′y”| > |y|, we have that u = y1v′y1 for some v′ ∈ Σ∗
and some y1 ∈ Pref (y′) ∩ S u f (y”) − {ε}. Thus u � D(1)
(Case 4) u = x′yx” for some x′ ≤s x and some x” ≤p x. By
the same argument as in Case 3, u � D(1). ::

Lemma 7: Let m ≥ 1, r ≥ 1, f , f ′ ∈ Σ+, with f ′ ≤s f .
If f ′ f m = u1u2 . . . ur with ui ∈ D(1), i = 1, . . . , r, then
|ui| ≤ | f |.
Proof. Immediate by Lemma 6. ::

Lemma 8: Let m ≥ n ≥ 1. For any f , f ′ ∈ Σ+, with f ′ ≤s

f , f ′ f m � [D(1)]n.

Proof. Suppose that f ′ f m ∈ [D(1)]n. Then there exist
u1, . . . , un ∈ D(1) such that f ′ f m = u1 . . . un. By Lemma
7, for 1 ≤ i ≤ n, |ui| ≤ | f |. However, |u1 . . . un| ≤ n| f | ≤
m| f | = | f m| < | f ′ f m|. This shows that u1, . . . , un ∈ D(1) is
not true. ::

Lemma 9: For any f ∈ D(1), f ′ ∈ Σ+, with f ′ ≤s f and
n ≥ 1, f ′ f n � [D(1)]n.

Proof. Immediate by Lemma 8. ::

Corollary 10: For k, n ≥ 1,m ≤ k, ambk(akbk)n � [D(1)]n.

Proof. Put f = akbk, f ′ = ambk in Lemma 9. ::

Fact 11: For k ≥ 1, ak+1bkakbk ∈ D(1). ::

Proposition 12: For n ≥ 1, [D(1)]n is not regular.

Proof. By Fact 11, x = (ak+1bkakbk)(akbk)n−1 =

ak+1bk(akbk)n ∈ [D(1)]n, since akbk ∈ D(1).
Let k be the integer in the Pumping Lemma.
Then the word x can be written as uvw for some u,w ∈

Σ∗, v ∈ Σ+. Since |uv| ≤ k, uv is in a+. Moreover, we have
that uw is in [D(1)]n by the pumping lemma. However, since
uw = ambk(akbk)n for some m ≤ k, uw is not in [D(1)]n by
Corollary 10. This is a contradiction. ::

Concluding Remark 1: We proved that D(1) is context-
sensitive but not deterministic context-free. The following
problem is still unsolved.
“Is D(1) context-free ?”
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