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SUMMARY  This paper presents the design and performance evalu-
ation of a delay attack-resilient clock synchronization scheme (abbrevi-
ated to DARCS) for wireless sensor networks. In order to provide both
synchronization accuracy and robustness, we propose a novel three-way
handshake-based protocol, which completely excludes non-deterministic
factors such as random backoft durations and unexpected hardware inter-
rupts in a software manner and, in this way, the node can accurately esti-
mate the relative clock offset and the end-to-end delay between a pair of
nodes. Consequently, DARCS makes it possible to correct time synchro-
nization errors as well as to detect delay attacks precisely. The simulation
results show that DARCS achieves a higher synchronization accuracy and
is more resilient to delay attacks than the other popular time synchroniza-
tion schemes.
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1. Introduction

Time synchronization is crucial for many operations and
applications of wireless sensor networks (WSNs), such
as time slot allocation in TDMA, duty cycle scheduling
in CSMA, environmental monitoring, object tracking, and
so on [1]. The related works can be classified into two
main approaches: receiver-receiver synchronization (RRS)
and sender-receiver synchronization (SRS). RBS[2] and
FTSP [3] belong to the former type, and TPSN [4], LTS [5],
and TS/MS [6] to the latter. The RRS approach uses a “third
party” for synchronization, where the nodes in the network
synchronize their clocks with the time of arrival by receiving
the reference beacon broadcasted from this third party node.
In the SRS approach, a pair of nodes exchange the timing
message in a two-way handshake pattern when they want
to synchronize with each other. Noh et al. [12] proposed
a third synchronization approach, called pairwise broadcast
synchronization (PBS). PBS is a hybrid version of the above
two approaches, in which a pair of super nodes exchange
timing messages in an SRS manner, and the nearby neigh-
bors overhear them and estimate the time offset and skew.
Its extensions [13], [14] are included in this approach.
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These existing schemes commonly have the following
limitations when it comes to meeting the requirements of
general WSN applications. First of all, because of the un-
certainty of the packet delay, due to such factors as the Tx-
FIFO buffer loading time, random backoff, and unexpected
hardware interrupts, which act as non-negligible sources of
error in the calculation of the clock offset, the desired level
of time accuracy cannot be achieved. Even if the buffer load-
ing time is assumed to be deterministic, the random backoft
that is performed after time stamping the packet at the MAC
is highly variable and, thus, would completely overshadow
other delays in practice. Moreover, a hardware interrupt oc-
curring before the transmission of the packet would severely
degrade the performance of the time synchronization proce-
dure. In order to minimize the repercussions resulting from
these non-deterministic factors, FTSP [3] and TPSN [4] re-
alize MAC-layer time stamping in their hardware, i.e. the
Mica Atmel (AVR) MCU platform [7], where the node can
write its clock time on the timing packet from the PHY
to the MAC layer when it is about to be transmitted from
the radio module. However, this MAC-layer time stamping
based time synchronization is both hardware-dependent and
MAC/PHY-layer dependent. Thus, it is not applicable to
WSNs with other hardware platforms and cannot be a gen-
eral solution for WSNs.

Second, none of the existing schemes was designed
with security in mind. Thus, they cannot be applied as is to
applications in hostile environments (such as a military bat-
tlefield or security monitoring area), where security is crit-
ical. In [8], Song et al. identified the four possible attacks
that may occur in a WSN environment, i.e., the masquerade
attack, replay attack, message manipulation attack, and de-
lay attack. The first three attacks can be addressed by cryp-
tographic techniques. However, to prevent a delay attack,
specific countermeasures are needed. Ganeriwal et al.[9]
proposed a secure pairwise synchronization protocol, where
the node can detect pulse-delay attacks by comparing the
calculated end-to-end delay with the maximal estimated de-
lay. However, as mentioned above, since the calculated de-
lay includes uncertainties resulting from such factors as ran-
dom backoffs and hardware interrupts, the solution provided
by these techniques suffers from detection errors caused by
these uncertainties.

In this paper, we propose a delay attack-resilient clock
synchronization scheme (abbreviated to DARCS) which is
a software-based solution and is applicable to general WSN
nodes regardless of the kind of hardware mote platform. In
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DARCS, the node captures the outgoing or incoming time of
the timing packets and then provides its counterpart with this
information instead of using MAC-layer time stamping. In
this way, DARCS can thoroughly exclude the uncertainties
caused by random backoff and hardware interrupts, resulting
in high precision performance. The nodes in the network
can obtain a precisely calculated relative offset and end-to-
end delay, by means of which they can effectively detect
delay attacks from malicious nodes.

In what follows, we describe the design and perfor-
mance of the proposed scheme in detail.

2. Delay Attack-Resilient Clock Synchronization
2.1 Calculation of Clock Offset and End-to-End Delay

In DARCS, the node captures the outgoing or incoming time
of the timing packet and then sends a packet including this
information to its counterpart. For this purpose, the end of
start of frame delimiter (SFD) of the packet can be used as
the reference point in time. When the node sends or receives
a packet, it first senses the preamble followed by the SFD.
At the end of the SFD, the timer of the node captures the lo-
cal clock time and remembers it. Note that, contrastingly, in
the existing schemes, the node writes its transmission time
on a packet before loading it into the TxFIFO, provided that
MAC-layer time stamping is not supported in a hardware
manner. Consequently, DARCS can thoroughly exclude
timing errors caused by random backoff durations and unex-
pected interrupts. Due to this salient feature, DARCS uses
a three-way handshake protocol. We focus on achieving in-
stantaneous synchronization between the local clocks of the
two nodes. Therefore, the goal of the proposed scheme is to
estimate the relative offset precisely, so that the local clocks
can be corrected accordingly. We suppose that drift or skew
errors due to the variation of the oscillator frequency can be
corrected by running our scheme periodically.

Figure 1 schematically illustrates the synchronization
operation of DARCS in detail. We define the two nodes,
namely the reference node and the target node, and the latter
synchronizes its local clock with that of the former. When
the synchronization procedure starts to run, the reference
node first sends a Syncl message (empty packet) to the tar-
get node after loading it into TXxFIFO and waiting for a ran-
dom backoft duration. At that time, it remembers its out-
going time, Trer(s1). The target node receives Syncl from
the reference node writes the incoming time, Tru(r1), on
the Sync2 message and then responds with it. Similarly, it
remembers its outgoing time, Tty (s2). The reference node
receives this Sync2 message and remembers the incoming
time, Tref(r2), and calculates the end-to-end delay for the
forward direction, FD = Tgef(S1) — True(r1) = 6 + Drorward,
where ¢ is the relative offset between the nodes and Dgorward
is the end-to-end delay of the message for the forward direc-
tion. Then, the reference node writes the received Tre(1r2)
and the calculated FD on the Sync3 message and sends it
to the target node. Now, the target node can calculate the
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Fig.1  The operation of time synchronization.

end-to-end delay for the reverse direction, RD = Tryg(s2) —
Tref(12) = —0 + DReverse- Note that the values of Dgyrward
and Dgeyerse d0 not contain any unknown delay factors, such
as random backoffs and unexpected interrupts, at all. Thus,
it is reasonable to suppose that Dgoryward and Dgeverse are the
same, and 6 and D (= Dgorward = Dreverse) €an be calculated
as follows.
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2.2 Delay Attack Detection

To detect a delay attack on the timing messages, DARCS
compares the end-to-end delay, D (calculated from Eq. (1)),
and the expected delay, Dgyp. Note that the calculation of
D is an auxiliary benefit of the operation of DARCS in the
security context. We make use of this result in the detection
of delay attacks from malicious nodes, even though it is not
used in the procedure of time synchronization. On hardware
platforms that do not support MAC-layer time stamping, the
end-to-end delay calculation of [9] necessarily involves non-
deterministic factors, such as random backoff durations and
interrupt delays. Thus, it is difficult to detect delay attacks
correctly.

The expected delay Dy, is defined as the maximal one-
hop propagation delay. In this paper, this value is assumed
to be known in advance. It is estimated from the RSSI value
when exchanging a packet between a pair of nodes or ob-
tained by measurements performed on real hardware motes.
Consequently, after completing the three-way handshaking
procedure, the target node calculates the end-to-end delay,
D, first, and then determines whether the current transaction
is a delay attack or not by comparing it with Dgy,. If D
is greater than Dgy,, the node makes the decision that the
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current transaction is a delay attack. By applying this secu-
rity feature, we complete our time synchronization solution,
which reconciles the two objectives of robustness and time
accuracy.

3. Performance Evaluation

We evaluate the performance of the proposed scheme
through experimental simulations using the MATLAB sim-
ulator, and compare it with TPSN [4] and TS/MS [6]. TPSN
is the first SRS-based protocol. Apart from TS/MS, most
SRS-based protocols commonly use a similar two-way
handshake procedure to that of TPSN, in which the rela-
tive offset and end-to-end delay are estimated based on ex-
changed timestamps. Meanwhile, TS/MS uses a different
method of single-hop synchronization, in which the times-
tamps are used to establish “bounds” on the relative drift
and offset. For convenience of evaluation, in the experiment
of TS/MS, the offset is determined as the median value of
the established offset bound. The parameters used in the
simulation refer to the IEEE 802.15.4 specification [10] and
C(C2420 datasheet [11]. We assume that the protocols run on
a general hardware platform, which does not support MAC-
layer time stamping. We further assume that the size of
the timing packets is 50 bytes and Dgy;, is set to 1.76 msec,
which has a margin of 10% on the normal one-hop propa-
gation delay. The random backoff duration is considered as
a non-deterministic factor, which causes uncertainty in the
synchronization procedure. For this, we define the metric,
the contention rate, in which 0.1 denotes a backoff range of
[0, 40] msec. In the simulation, an intentional offset value is
randomly added at intervals of 1msec and the synchroniza-
tion procedure is continuously repeated for the purpose of
intuitively observing the error-compensation performance.
Note that, in a real environment, such an additional offset
occurs due to the relative drift of the clock frequency af-
ter the initial offset correction and is even smaller than the
intentional offset used in the simulation. Thus, it can be in-
ferred that DARCS would exhibit better performance in a
real environment.

Figures 2 (a) and (b) show the time differences between
the reference node and target node, viz., the synchronization
error as a function of time when the contention rate is 0.05
and 0.15, respectively. In these figures, for the periodically
added offset errors, the clock of the node using DARCS is
quickly corrected to a time difference of 0, while the nodes
using TPSN and TS/MS do not compensate their clocks cor-
rectly. Since, in DARCS, the nodes exchange their outgoing
or incoming times instead of using time stamping, they are
hardly affected by non-deterministic factors. A slight in-
crease in the delay is induced when exchanging the timing
packet in three-way handshaking. In contrast, TPSN and
TS/MS cannot reduce the effect of random backoff in a soft-
ware manner on a general platform. Thus, as the contention
level increases, their performance in terms of improving the
synchronization precision is severely degraded. This can
also be inferred from the results in Figs. 3 and 4.
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Fig.2  The time difference as a function of the time.
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Fig.4  The synchronized duration as a function of the contention rate.

As discussed above, DARCS provides the precise es-
timation of the end-to-end delay as well as the relative oft-
set, in a manner which is independent of error-prone factors
due to the network conditions, e.g. the contention level and
unexpected interrupts. Knowledges of the precise value of
the end-to-end delay enables us to detect delay attacks by
malicious nodes. Figure 5 shows the fault detection rate
for delay attacks, which represents the ratio of misiden-
tified normal transactions to delay attacks. In the figure,
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Fig.5  The fault detection rate as a function of the attack probability.

TS/MS is not considered for the performance comparison,
since it does not support the estimation of the end-to-end
delay. On the whole, DARCS exhibits a lower fault detec-
tion rate than TPSN. If the hardware platform does not sup-
port MAC-layer time stamping, the end-to-end delay esti-
mated by TPSN includes error-prone factors, such as inter-
rupt handling and the channel access time, which can have
an effect on the decision as to whether a delay attack is in
progress. Therefore, a number of normal transactions might
be misidentified as an attack. On the other hand, DARCS
can precisely estimate the propagation delay by exchang-
ing timestamps at the application-layer in a 3-way hand-
shake manner, which thoroughly excludes such error fac-
tors. Note that the problem of unknown delay variance can
be addressed by the tuning of the experimental margin asso-
ciated with the one-hop delay.

4. Conclusion

This paper presents DARCS, which is a delay attack-
resilient clock synchronization scheme for wireless sensor
networks. To reconcile the two objectives of robustness and
accuracy, DARCS involves the following salient features:
1) A three-way handshake-based protocol, which enables
the time offset and end-to-end delay to be precisely esti-
mated by exchanging the incoming/outgoing times of a tim-
ing message without using hardware-dependent MAC-layer
time stamping, and 2) Delay attack detection, which pro-
vides the exact level of detection for delay attacks by mali-
cious nodes with a minor fault rate. The performance eval-
uation shows that the proposed scheme has better accuracy
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than the existing protocols and effectively defends against
delay attacks.
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