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Outlier Detection and Removal for HMM-Based Speech Synthesis
with an Insufficient Speech Database

Doo Hwa HONG†a), June Sig SUNG†b), Kyung Hwan OH†∗c), Nonmembers, and Nam Soo KIM†d), Member

SUMMARY Decision tree-based clustering and parameter estimation
are essential steps in the training part of an HMM-based speech synthesis
system. These two steps are usually performed based on the maximum like-
lihood (ML) criterion. However, one of the drawbacks of the ML criterion
is that it is sensitive to outliers which usually result in quality degradation
of the synthesized speech. In this letter, we propose an approach to detect
and remove outliers for HMM-based speech synthesis. Experimental re-
sults show that the proposed approach can improve the synthetic speech,
particularly when the available training speech database is insufficient.
key words: HMM-based speech synthesis, decision tree-based clustering,
outlier detection, insufficient speech database

1. Introduction

Hidden Markov model (HMM)-based parametric speech
synthesis techniques have been developed over the past two
decades. With these techniques, the synthetic speech of ac-
ceptable quality can be generated with flexible variation of
speech characteristics [1], [2]. In HMM-based speech syn-
thesis, spectrum, excitation, and state duration are mod-
eled simultaneously in a unified framework [3]. In or-
der to account for variability of the extracted features,
context-dependent models are usually employed to consider
prosodic and linguistic contexts. However, it is practically
impossible to prepare a speech database which covers all the
possible contextual varieties. To alleviate this problem, de-
cision tree-based HMM state clustering techniques are usu-
ally adopted [4]. In general, the maximum likelihood (ML)
criterion is used to select the best split candidate and a stop-
ping criterion is given by the minimum description length
(MDL) principle for the construction of a decision tree [5].

The two essential parts of HMM training, decision tree-
based clustering and parameter estimation, are established
based on the ML criterion. The ML criterion is, however,
sensitive to outliers, which mean the data quite different
from the rest. Outliers in a speech database are indicative of
incorrect pronunciation or articulation difficult to classify by
given labels. The outlying data may increase the complex-
ity of the decision tree inefficiently, hamper the estimation
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of accurate model parameters, and result in degraded qual-
ity of the synthetic speech. Though the speech synthesis
system should have a well-balanced, consistent, and clean
speech database to generate a high-quality speech, it may
practically have inherent deficiencies which cause outliers
in acoustic modeling due to lack of the database size, inad-
equacy of contextual factors through a weak text analysis,
inconsistency or varied exuberance of speaking style, seg-
mentation error, and so on.

In this letter, we propose a technique for outlier detec-
tion and removal during the training procedure of HMM-
based speech synthesis when given an insufficient speech
database. In our previous study, we employed decision
tree-based clustering incorporating an outlier detection tech-
nique [6]. In this work, we add an approach to remove out-
liers after the clustering step. For decision tree-based clus-
tering, the minimum covariance determinant (MCD)-based
method is applied to calculate the log-likelihood which is
robust to outlying states. Then, parameters are estimated
after removing outlying observations using a mixture-based
approach. Experimental results show that the proposed ap-
proach can improve the synthetic speech of an HMM-based
speech synthesis system with an insufficient database.

2. HMM Training with Decision Tree-Based Cluster-
ing

Figure 1 shows a flow chart of the HMM training procedure
using decision tree-based clustering [4]. After initialization,
model parameters are estimated by embedded training. Fol-
lowing that, the HMM states are tied by decision tree-based
clustering, and then model parameters are estimated under
the parameter sharing structure. They can be iteratively re-
estimated by repeating the same procedure after untying the
sharing structure.

For node splitting in decision tree-based clustering, we
usually apply the MDL criterion which accounts for both the
model specificity and complexity [3]. Let U denote the set
of leaf nodes in a decision tree. Then, the description length
of U is given by

D(U) ≡ −L(U) + dM log G +C (1)

where L(U) is the log-likelihood of the model U, d is the
dimensionality of an observation vector, M is the number
of leaf nodes, G =

∑M
m=1 Γm with Γm denoting the summa-

tion of the state occupancy probabilities at a leaf node S m

in U, and C is the code length which is here assumed to be
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Fig. 1 HMM training with decision tree-based clustering.

constant. It is noted that the description length consists of
a likelihood term and a penalty for model complexity. Now
suppose that a leaf node S m is split into S mqy and S mqn ac-
cording to a binary (yes or no) question q. U′ is the set of
leaf nodes obtained after splitting the node S m into two child
nodes. Let Δm(q) represent the difference of the description
length before and after node splitting with the question q,
i.e., Δm(q) = D(U′) − D(U). Then, the question q̂ which
minimizes Δm(q) is selected as the best splitting question for
the node S m. Node splitting is stopped when Δm(q) > 0 for
all the possible questions. This method provides an efficient
way to cluster HMM states [5].

In (1), L(U) indicates the sum of the log-likelihoods
for generating observations from the nodes of U. Let
{sm

1 , s
m
2 , ..., s

m
Lm
} represent the set of HMM states merged into

the node S m where Lm indicates the total number of states.
Then, the log-likelihood computed at the node S m is given
by

L(S m) = −1
2

Lm∑

l=1

Tl∑

t=1

γm
l (t)[(ot − µm)

′
Σ−1

m (ot − µm)

+ d log 2π + log(det(Σm))] (2)

where the prime denotes the transpose of a vector or a ma-
trix, ot is the observation vector at time t, Tl denotes the
number of data frames for state sm

l , γm
l (t) denotes the a pos-

teriori probability of the state sm
l at the t-th frame and µm,

and Σm are the mean vector and covariance matrix of the
Gaussian distribution at the node S m, respectively.

3. Training with Outlier Detection and Removal

3.1 Outlier Detection in Decision Tree-Based Clustering

If a node in the decision tree contains outlying HMM states

which have extraneous model parameters, the likelihood
term in (1) would be distorted. In order to overcome the
problems arising from the outlying data in the conven-
tional decision tree-based clustering method, we apply a
step which detects the outlying HMM states and calculates
the likelihood while ignoring their contribution in the con-
struction of the decision tree. Anomalous states are detected
by means of an outlier detection algorithm for multivariate
data, which is done for each cluster before node splitting.
Observation vectors corresponding to the detected outlying
states in the cluster are ignored when calculating the likeli-
hood term L(S m) in (2) so that the contribution of outliers
can be removed or decreased. As a result, we can get a more
robust decision tree for speech synthesis.

The outlying HMM states have extraneous model pa-
rameters compared to the rest of HMM states at the same
node. Treating the mean vector of the output probability
distribution as a representative data point of an HMM state,
a simple way to detect outliers for multivariate data is to cal-
culate the distance from the centroid of the cluster to each
data point. A data point with a distance larger than a prede-
termined threshold would be a possible outlier. In this work,
the distance of a data point xi from the centroid of the clus-
ter of which mean and covariance are respectively µ and Σ
is defined by:

δ(xi) = (xi − µ)
′
Σ−1(xi − µ). (3)

This quadratic form is often called the Mahalanobis distance
which is a useful metric to determine the dissimilarity be-
tween two sample data [7]. Since, however, some of the data
points in the cluster are outliers, it is not easy to obtain ro-
bust estimates for the mean and covariance. For that reason,
we apply the MCD method which estimates the cluster mean
and covariance such that they are resistant to outliers [8], [9].

Consider a set X = {x1, ..., xn} of d dimensional data
points and let the number of robust observations in the set X
be h. The h can be set to any integer satisfying [n+d+1]/2 ≤
h ≤ n, but a good compromise between breakdown value
and statistical efficiency is given by

h = [(1 − p) × (n + d + 1)] (4)

where p means a lower bound of the outlier ratio. Given
X and h, a fast algorithm to find the local minimum of the
covariance determinant is described as follows [9]:

1. Initialize the robust mean µ̂ := µ0 and covariance
Σ̂ := Σ0 where µ0 and Σ0 are the classical mean and
covariance, respectively.

2. If det(Σ̂) � 0, compute the distances δ(i) for i = 1...n
by

δ(i) = (xi − µ̂)
′
Σ̂−1(xi − µ̂). (5)

3. Sort these distances in increasing order, which yields a
mapping π for which δ(π(1)) ≤ δ(π(2)) ≤ · · · ≤ δ(π(n)).

4. Put H := {π(1), π(2), · · · , π(h)}.
5. Compute µ̂ and Σ̂ with H according to
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µ̂ =
1
h

∑

i∈H
xi, Σ̂ =

1
h

∑

i∈H
(xi − µ̂)(xi − µ̂)

′
. (6)

6. Iterate 2 to 5 until the robust estimates of the mean µ̂
and covariance Σ̂ of the cluster no longer change.

3.2 Parameter Estimation with Outlier Removal

Although the decision tree can be generated while ignor-
ing the outlying states found by the method described pre-
viously, each cluster corresponding to the leaf node still has
outlying observation vectors. To address this problem, we
apply an outlier removal technique to parameter estimation.

Since the Gaussian mixture model (GMM) is gener-
ally used to represent the observation probability at each leaf
node of the decision tree, it is appropriate to apply a mixture
model-based outlier detection technique to HMM parame-
ter estimation [10]. We propose a step to remove outliers
which works after the conventional parameter estimation.
Consider a GMM parameter set Λ = {λ1, λ2, ..., λM} with
each λm denoting the K-mixture model parameter set corre-
sponding to the leaf node S m and being given by

λm = {w(1)
m , ..., w

(K)
m ,µ

(1)
m , ...,µ

(K)
m ,Σ

(1)
m , ...,Σ

(K)
m } (7)

where w(k)
m , µ(k)

m , and Σ(k)
m are the weight, mean, and co-

variance of the mixture component k, respectively. In the
proposed training algorithm, additional mixture components
are trained to estimate the distribution of the outlying obser-
vations, and then they are removed so as to get the robust
model parameters. The detail of the proposed procedure is
described as follows [10]:

1. Estimate Λ by the conventional EM algorithm.
2. Initialize the 2K-mixture model Λ̃ = {λ̃1, λ̃2, ..., λ̃M}

with each λ̃m = {w̃(1)
m , ..., w̃

(2K)
m , µ̃(1)

m , ..., µ̃
(2K)
m , Σ̃(1)

m , ...,
Σ̃

(2K)
m } by splitting each mixture component of λm as

follows:

w̃(k)
m = w̃

(k+K)
m =

1
2
w(k)

m ,

µ̃(k)
m = µ̃

(k+K)
m = µ(k)

m ,

Σ̃(k)
m =

1
α
Σ(k)

m , Σ̃
(k+K)
m = αΣ(k)

m (8)

where α is a covariance scaling factor.
3. Iteratively update Λ̃ by applying the EM algorithm.
4. Finally, find the robust K-mixture model Λ̂ by merging

the pairs of mixture components of Λ̃ according to

j = argmin
i∈{k,k+K}

{det(Σ̃(i)
m )},

ŵ(k)
m = w̃

(k)
m + w̃

(k+K)
m ,

µ̂(k)
m = µ̃

( j)
m , Σ̂

(k)
m = Σ̃

( j)
m . (9)

Once the above procedure is completed, the contribution of
the outliers to estimate the parameters of each cluster is re-
moved or decreased.

4. Experiments

In the experiments, we applied an English speech database
spoken by both male and female speakers. The utterances
were spoken in four different emotional styles: neutral, an-
gry, joyful, and sad. Each style of the speech database
consists of 600 phonetically balanced sentences, including
more than 10,000 words. We used 41 phones including si-
lence as basic units of speech synthesis. We also applied
quinphone models for which we used the contextual factors
listed in [6] and the speech data was labeled automatically
by forced alignment using the monophone HMMs. All sys-
tems were implemented as a modified version of the HMM-
based Speech Synthesis System (HTS) version 2.1.1 [12].

Speech signals were sampled at 16 kHz and windowed
by a 25 ms Hamming window with a 5 ms shift. The acous-
tic features were obtained by STRAIGHT analysis [11].
Feature vectors for HMM training included spectral parame-
ters, excitation parameters, and their first- and second-order
derivatives. As for the spectral parameters, we applied 25
mel-cepstral coefficients including the zeroth gain coeffi-
cient. The excitation parameters consisted of logarithm of
the fundamental frequency and the mean band aperiodic-
ity measure over five frequency bands. A 5-state left-to-
right structure with no skips was adopted to represent each
context-dependent HMM model. Furthermore, we used hid-
den semi-Markov model (HSMM) with explicit state dura-
tion distribution [13].

We simulated two conditions of data insufficiency to
verify the effect of the proposed algorithm on insufficient
training data. In the first case, we applied the algorithm
to construct an emotion-dependent speech synthesis system
where the training database was rather small while it had
wider variability in speech characteristics compared to the
neutral or reading-style speech. In the second case, we ap-
plied a weak text analysis to neutral style speech, for which
we artificially removed the part-of-speech information of the
original text analysis results. Both of them are considered as
representative cases of exuberant variation of speaking style
and inadequacy of contextual factors, respectively.

In each experimental condition, we compared the per-
formances between two different models. One was trained
by the conventional training technique, and the other was
obtained by the proposed technique where the outlier ratio
of each cluster was kept to be 10%, i.e. h in (4) was set to
about 90% of the number of states in the cluster and the co-
variance scaling factor α in (8) was set to 2. The number of
mixture components of both models was one. We conducted
the comparison category rating (CCR) tests [14] to evaluate
the quality of the synthetic speech generated from both tech-
niques. In these tests, listeners used the following scale to
evaluate the quality of the target speech sample compared to
the reference speech: much better (3), better (2), slightly
better (1), about the same (0), slightly worse (-1), worse
(-2), and much worse (-3). The order of presenting a pair
of samples was chosen at random for each trial.
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Fig. 2 Scores of CCR test using an emotional speech database.

Fig. 3 Scores of CCR test employing a weak text analysis.

For each preference test, thirty sentences, which were
not included in the training data, were used and eight na-
tive English speakers participated to the subjective quality
evaluation. The results obtained in both cases of emotional
speech and a weak text analysis are given in Figs. 2 and
3, respectively. From the results, it is shown that the syn-
thetic speech generated from the proposed technique was
preferred to the conventional technique in most cases al-
though there is a less significant quality improvement for
the neutral speech synthesis, which applied a quite suffi-
cient database. A majority of the listeners remarked that
the speech sounds generated from the proposed technique
were perceived more natural and clearer and the prosody of
them was smoother compared with those obtained from the
conventional method.

The size of each decision tree constructed by the pro-
posed technique was 39.6% less on average than that ob-
tained from the conventional technique. This demonstrates
that the speech quality of the proposed system could be bet-
ter than or equal to the conventional system while the foot-
print of the proposed system was smaller than the conven-
tional system. The training time required for the clustering
process of the proposed method, without any strict optimiza-
tion, was about five times longer than the conventional algo-
rithm. It can be somewhat overcome if a strict optimization
or parallel processing [15] is applied.

5. Conclusions

In this letter, we have proposed the outlier detection and re-
moval technique for HMM-based speech synthesis. In this
method, outlying states of each cluster are ignored in calcu-

lating the likelihood for decision tree-based clustering and
outlying observations are removed in parameter estimation.
In the experiments, we could confirm that the proposed ap-
proach can improve the speech quality of the HMM-based
speech synthesis system when given an insufficient speech
database.
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