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PAPER

Pro-Detection of Atrial Fibrillation Using Mixture of Experts

Mohamed Ezzeldin A. BASHIR†, Kwang Sun RYU†, Unil YUN†, Nonmembers, and Keun Ho RYU†a), Member

SUMMARY A reliable detection of atrial fibrillation (AF) in Electro-
cardiogram (ECG) monitoring systems is significant for early treatment and
health risk reduction. Various ECG mining and analysis studies have ad-
dressed a wide variety of clinical and technical issues. However, there is
still room for improvement mostly in two areas. First, the morphological
descriptors not only between different patients or patient clusters but also
within the same patient are potentially changing. As a result, the model
constructed using an old training data no longer needs to be adjusted in
order to identify new concepts. Second, the number and types of ECG
parameters necessary for detecting AF arrhythmia with high quality en-
counter a massive number of challenges in relation to computational effort
and time consumption. We proposed a mixture technique that caters to
these limitations. It includes an active learning method in conjunction with
an ECG parameter customization technique to achieve a better AF arrhyth-
mia detection in real-time applications. The performance of our proposed
technique showed a sensitivity of 95.2%, a specificity of 99.6%, and an
overall accuracy of 99.2%.
key words: atrial fibrillation, cardiac monitoring, electrocardiogram
(ECG), training Datase

1. Introduction

Atrial fibrillation (AF) is one of the most common cardiac
arrhythmias. It affects populations over the age of 75 in
most cases, and its prevalence decreases with a degreasing
in age [1]. AF causes the heart to beat irregularly, leading to
an inefficient pumping of blood and changes in blood flow
dynamics. These effects can increase the risk of stroke to
15–20% [2]. When AF occurs, the normal electrical signals
provided by the sinus node are replaced by rapid circulating
waves of irregular electrical signals leading to an uncoordi-
nated atrial activation [3]. These multiple fibrillatory waves
randomly circulate across the atrial myocardium and result
in a frequently rapid ventricular response. Accordingly, the
atrial rhythm is out of synchronization with the ventricular
rhythm [4].

An accurate detection of AF is in demand to save peo-
ple lives. The feasibility of remote monitoring of patients
has become clinically important for a better controlling of
risks and threads [5].

An electrocardiogram (ECG) provides an essential tool
for detecting AF. There are some methods developed to enu-
merate and detect AF using different features related to ECG
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parameters. However, there are a massive number of limita-
tions. First the outsized morphological disparity of the ECG
is seen not only between different patients or patient clus-
ters but also within the same patient. As a result, the model
constructed using an old training data no longer needs to be
adjusted in order to identify with new concepts. Second, the
number and types of ECG parameters necessary to detect
AF arrhythmia with high quality encounter a massive num-
ber of challenges in relation to computational efforts and
time consumption. Therefore, the current systems cannot
detect AF arrhythmia accurately or can detect it late.

We propose a mixture of experts comprising an active
learning technique and a technique for adaptive feature se-
lection to accurately detect AF. The former trains the clas-
sifier model with updated data, while the latter selects a
unique subset of ECG features related to the QRS complex
as well as to the P- or T- wave to detect AF arrhythmia. To-
gether, the two methods achieve a sensitive detection with
a low computational complexity. Our technique is extended
from our previous work that tunes the ECG parameters to
detect fifteen arrhythmias [6] and trigger learning [7]. In
the rest of this paper, we provide brief descriptions of re-
lated work, and the proposed mixture framework. Then, we
present experimental work and finally the conclusion.

2. Related Work

2.1 (AF) Detection Techniques

There are some methods developed to quantify and detect
AF regarding features related to one of the three main ECG
parameters: the absence of P wave, the atrial activity in fluc-
tuating waveforms, and the abnormality of RR intervals [8].
Such algorithms should accurately be able to detect episodes
of AF and at the same time have a low computational com-
plexity in order to analyze the ECG signals in real time. Al-
though P wave-based methods show an outstanding perfor-
mance [9], [10], they have significant limitations. The spec-
tral characteristic of a normal P wave is usually considered
to have a low frequency, below 10–15 Hz, which is very
small, and it is widely affected by the noise and interfering
signals. Thus, the identification of its absence or presence
in current real-time applications is a very challenging task.
On the other hand, the repetition rate of fibrillation waves,
which is considered as the AF frequency, plays an impor-
tant role in detecting the AF arrhythmia using fibrillatory
waveform. This technique is quite inaccurate since there
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are many types of arrhythmia fibrillate the ECG waveforms.
It can be used in hospitals in conjunction with other direct
medical investigation methods; however, in remote monitor-
ing, it is not effectual and useful enough to detect AF. In ad-
dition to the described methods, the irregularity analysis of
RR intervals has extensively been carried out to detect AF. It
known as heart rate variability (HRV) denotes the variations
in beat-to-beat rotation at heart beat intervals. Previously,
the irregularity of RR intervals (heart beat) has been deter-
mined by simple methods that attempt to measure the ran-
domness of RR intervals, such as the calculation of variance
among them [11]–[14]. More precise approaches for AF
detection commonly build a model to define RR irregular-
ity. Some of these methods involve neural networks [3], the
Markov model [15], and logistic regression [16]. Mohebbi
and Ghassemian [17] used a support vector machine algo-
rithm to detect AF episodes using the linear and nonlinear
features of HRV. RR interval is employed to specify many
arrhythmias, such as a normal heart beat, premature ven-
tricular contractions, left and right bundled branch blocks,
and paced beats. Therefore, depending only on RR interval
to detect AF can cause misleading findings in practical re-
mote real-time applications. Recently, a probability density
function method has been proposed by Hong-wei et al. [18];
this method enables one to examine the reconstructed phase
space of R-R intervals of a normal sinus rhythm and to study
AF. Such method to some extent can reduce the distinguish-
ing RR irregularity of AF from other cardiac arrhythmias.
Mostly, all these techniques utilize either the QRS complex
mainly the R wave, or the P wave. The literature never
shows the employment of other ECG parameters and their
intervals to detect AF arrhythmia, although AF affects all
the ECG parameters by modifying their shapes and inter-
vals.

In contrast, there are some arrhythmias, though they
may have different causes that appear in similar on the ECG.
Accordingly, analyzing the QRS, P-wave and other elements
of the ECG, and measuring the time interval between these
elements are required in real-time AF detection systems.
Nevertheless, this is technically not feasible in the current
systems because of computation considerations.

2.2 ECG Training Dataset

Confirming local and global datasets is the main two ap-
proaches used to learn the classifier model. The Global
dataset is built from a large database that most automatic
ECG analysis research works refer to [19], [20]. Simply,
there are training and testing datasets with different per-
centages through which the classifier is trained using the
training dataset and later predicts the unseen group of data
through the testing dataset. One main challenge faced by
this technique is the morphologies of the ECG waveforms
that widely vary from patient to patient. Accordingly, the
classifier learned using the specific data related to an iden-
tical patient will perform very well when tested with the
unseen data of that patient but often fails when presented

with ECG waveforms for other patients. To overcome this
problem, the literature shows that there is a trend to learn
the classifier via the training dataset as much as possible.
This is the commercial trend introduced by ECG device dis-
tributers. However, such an approach is criticized in dif-
ferent aspects. First, when using a huge amount of ECG
records to build a classifier, development, maintenance, and
update will become very complex. Second, it is difficult
to learn the classifier using the abnormality ECG obtained
during the monitoring process. Therefore, there is a pos-
sibility to be unable to detect a specific arrhythmia when
applying that model to patient records. Moreover, it is im-
possible to introduce all ECG waveforms from all expected
patients [21].

The local learning set is customized to a specific pa-
tient; in other words, it is focused on developing a private
learning dataset that corresponds to each patient [22]. It is
used to familiarize the classification model with the unique
characteristics of each patient. Although this technique ap-
pears to alleviate the problem of the learning process, it
suffers from a clear problem related to the difficulty in dis-
tributing an ECG database because it is time-consuming and
labor-intensive. Moreover, few patients are accepted to be
involved in the development of the ECG processing method.
Thus, there are limitations to the advantages provided by
such a technique among the expected audience, even if it is
permissible.

Hu et al. [23] overcame this problem through a tech-
nique that makes the customization of the training dataset
self-organizing by utilizing MOE to realize patient adapta-
tion. This means that there is no need to introduce the man-
ual distribution of the overall database, which minimizes the
time and effort consumption. However, such an approach
suffers from several pitfalls, such as the lack of sensitiv-
ity determined by comparison between two experts (origi-
nal and patient specific classifiers). Also, it is very costly
since the development of a local expert is required for each
individual patient to be examined by a professional ECG an-
alyzer. Moreover, it is error-prone awing to its dependability
on the type of classifier.

In our previous work, we suggested the use of a nested
ensemble technique to solve the problem of the training
dataset by manipulating the training dataset for learning
the classifier through up-to-date data, and manipulating the
ECG features to select the proper adequate set (morpholog-
ical features) to increase accuracy [24]. However, despite
favorable results, synchronizing the two steps was computa-
tionally expensive, which precluded a practical implemen-
tation. Moreover, the technique was static to some extent.

3. Mixture Model

The proposed mixture model is composed of two main
methods, as shown in Fig. 1, namely the active learning
and parameter customization methods. These two compo-
nents work independently, but in a well synchronized man-
ner. ECGs are sent to the active learning system to build



2984
IEICE TRANS. INF. & SYST., VOL.E95–D, NO.12 DECEMBER 2012

Fig. 1 Flowchart of mixture model.

an updated training model, and also to the parameter cus-
tomization system to adopt the features of AF arrhythmia.
The mixture model integrates these two methods to increase
accuracy in real time.

3.1 Active Learning Method

The active learning method was developed to detect AF ar-
rhythmias in a very efficient manner. In essence, it involves
the learning of the classifier model with up-to-date training
data to reflect changes in morphological descriptors with
time. Conventional learning techniques attempt to learn
each label assignment process, that is, to study the avail-
able features with specific class labels to predict future data.
By contrast, active learning is a continuous process that
keeps the classifier up-to-date. Partial changes are made to
the training dataset when there are insufficient high-quality
training data, and complete changes are made when very
few high-quality training data are available. That is, new
features are introduced to the current training group to up-
date it, or all the present data may be dumped to begin with a
fresh dataset if a considerable number of modifications oc-
cur. To avoid delay, the technique is based on in-between
set of data, which is called cache; thus the change always
takes place through the cache. Active learning provides a
very high accuracy and reduces the computational cost to
some extent since the modifications are not conducted in all
situations.

The active learning technique has four steps, as shown
in Fig. 2. The initial learning step involves learning from a
random set of data without any further considerations. The
classifier performance is then evaluated (check) and updated
(improve) for consistency. Finally, low-quality data are re-
moved to avoid poor results. The cache is used to substi-
tute the partial or complete modification of the current ac-
tive training data set. The objective is to minimize hitting
the main database as much as possible, so as to save time
furthermore increasing the accuracy by double filtering.

3.1.1 Initial Learning Step

First, we start the learning process by utilizing a random
group of records (categories), which represent 50% of the
overall dataset without considering any factors or any de-

Fig. 2 Active learning process flow.

tails for consideration to start labeling (detecting arrhythmia
types). The check and improve steps are later performed to
ensure the correctness of the arrhythmia assignment process
when applying the classifier model to deal with testing data
that represent 50% of the overall dataset.

3.1.2 Checking Usability Step

After the initial learning step, the assigned labels are
checked using randomly selected categories (records). This
is conducted using the overall trust index TrustM(x), which
is calculated using the local trust index LM(x) obtained us-
ing a label assigned to a specific category with a specific
feature vector. If the label of the same category (with the
same feature set) is assigned to the target category, the local
trust mark LM(x) will increase. This LM(x) is calculated as

LM(x) =
∑

f∈features

β f (F, i).C
s(x) (1)

where f is the feature number, F is the contribution of the
feature, and CS (x) represents the score of the category when
labeled as arrhythmia (i),which is calculated as

CS (x) =
∑

f∈features

β f (F, i) (2)

The function β f (F, i) checks the set of features (F) in a spe-
cific category labeled as arrhythmia (i). It returns “+1” if la-
bel (i) is assigned to category (x); otherwise, it returns “−1.”

β f (F, i) =

{
+1 if label(x) = i
−1 other wise

(3)

The local trusted mark LM(x) dependability is considered
on the basis of the overall trusted mark TrustM(X), which
is defined using the sigmoid function Sigmoid (X)(0.5 <
TrustM(X) < 1)

TrustM(X) = sigmoid
n∑

x=1

lm(x) (4)

sigmoid(x) =
1

1 + exp(x)
(5)

The overall TrustM(X) is utilized as a likelihood that indi-
cates the usability of the training set (X). In the case of
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TrustM(X) being greater than some arbitrarily chosen num-
ber, (X) is considered to be reliable, i.e., effective; other-
wise (X) is considered to be unreliable, i.e., ineffective. The
unreliable (X) is either improved or removed. The overall
TrustM(X) fluctuates continuously in relation to the overall
performance of the classifier model and its ability to detect
AF arrhythmia.

3.1.3 Improvement Step

The checking usability step ends at knowing whether the
current training set is reliable or not, depending on different
classes assigned to categories. Accordingly, the unreliable
set should be modified by a new group of data. This process
has two parts: specifying the useless category or categories
and replacing it or them with newly selected one(s). In the
first part, the category (x) in the active training set (X) is
removed if its category score CS (x) is less than the threshold
δremove. The removal process will be carried out using the
following formula:

if CS (x) < δremove

then remove
(6)

The removed category or categories will be sent to the cache
not to the main database. Thus the removed categories will
be sent to the cache with their CS (x) in a sending order man-
ner. Accordingly, the saving process in the cache is con-
ducted depending on the category score (the high score at
the top). The cache size is fixed so as not to exceed 50% of
the total dataset size.

In the second part, a new category is selected randomly
from the main database depending on the probability pC(x)
that a specific category (x) will be used in updating the cur-
rent training set (X). The probability pC(x) is relative to the
overall TrustM(X) calculated in Eq. (4).

pC(xselected/removed) =
CS (xselected/removed)∑

j CS (x j)
(7)

We calculate both the PC value of the substitute category
(xselected) and the removed category (xremoved), and then com-
pare them to avoid selecting the removed category. The se-
lected category is newly assigned to the active training group
(active X). Then, the process returns to the loop of the check
and improve steps.

Starting from the second modification stage, the sub-
stitutions take place from the cache not from the main
database. The selection of the substituted category depends
on CS (x),thus the category with high score, will be selected
i.e., the category on top of the list. This category will be re-
moved from the cache, if selected twice and removed from
the active learning set. In this case, it will be replaced with a
new category from the main database using Eq. (7) to avoid
selecting the same one.

The replacement of the impractical category could be
executed several times during the check and update steps.
The categories that are removed from the current active
training set (X) could be selected in the subsequent update

steps for reactivation, which means that all categories could
be assigned, regardless of the removal process.

3.1.4 Re-Movement Step

The improvement step is useful when there is a limited
number of bad labels using the current group (X),while it
is useless when there are multiple defects among the cat-
egories, which requires an inherited improvement process
consequence. It is very expensive in terms of time, which
negatively affects the performance of the classifier model.
Therefore, the re-movement step is introduced to deal with
this problem.

All categories in (X) are removed, i.e., the active train-
ing set is removed if its defect score DS (X) is greater than
the threshold θremove. The removal process will be carried
out using the following formula:

if DS (X) > θremove

then remove
(8)

As it happened with the improvement step, the transfer and
replacement processes are conducted through the cache ex-
cept in the first time the initial learning step restarted with
the same procedures.

All contents of the cache will be removed, if the cache
is reactivated and removed from the active learning set
twice. However, a new group of categories (not random)
should be selected, which can be achieved using Eq. (7),
and the active learning method restarted from the beginning.
Note that the ratio of training to validation data is not af-
fected by the improvement or removal step.

3.2 ECG Parameter Customization Method

The aim of parameter customization method is to design a
unique feature set that could be employed to describe AF
arrhythmia in a very sensitive manner. Customization pro-
cesses for ECG parameters will take place through one or
two parameters plus the QRS. In our design, we will achieve
a sensitive adaptation with reference to the necessity of
the parameters to specifically detect AF arrhythmia classes.
Consequently, a considerable accuracy and a low computa-
tion complexity will be realized.

Similar arrhythmias often share similar features gener-
ated by specific parameters. Therefore, it is useful to pre-
dict the parameters required to detect AF arrhythmia. The
method uses similar arrhythmias collected from the train-
ing data. Parameter involvements are measured using the
parameter score PS values. The complete parameter list,
which shows the AF class labels, is created from the col-
lected similar cases. The parameters (P, QRS, and T) with
high PS values are grouped together, generating the com-
plete parameter list, which indicates the possibility to assign
arrhythmia class (i) to the case with a specific feature set f
(distributed through the different parameters included in the
complete parameter list). Accordingly, there will be a dif-
ferent parameter list for AF arrhythmia, which increase the
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Fig. 3 ECG parameter customization steps.

accuracy, and at the same time, minimize the computation
effort. The parameter list for AF arrhythmia is predicted
from the parameter list of similar arrhythmias, which are
collected from the training data based on general features.
The collected cases are used to calculate PS. First, the ten
most similar arrhythmia cases are collected. Then, the col-
lected cases are manually labeled with binary maps (BMs),
which indicate the presence “1” or absence “0” of feature F
related to a specific parameter in representing the AF

BMArrhythmia(F) =

{
1 if F is positive
0 otherwise

(9)

Thirty (BMs) (ten for each of the parameters P, QRS, and
T) are combined together to obtain one general PS for AF
arrhythmia. As shown in Fig. 3, the general PS is obtained
through four steps: Gaussian-weighted sum for BMs, the
first maximization process O1P, Gaussian-weighted averag-
ing O2P, and the second maximization process O3P.

• Step 1: Gaussian-Weighted sum
Ten binary maps (BM

′ s
p ) for each parameter p ∈ {P,

QRS, T} are smoothed using the isotropic Gaussian
function gσsum for each feature F in the BMp’s

O1P(BMp) =
n∑

f=1

gσsum[ f ]BMp[ f ] (10)

This will give the sum of the weighted features related
to each BMp, which can be used to detect AF.
• Step 2: First maximization process

The maximum value of the ten outputs O1P (BMp) is
obtained for every parameter p to detect AF:

O2P(p) = MAXpO1P(BMp) (11)

• Step 3: Gaussian-weighted averaging
The output O2P is smoothed using the Gaussian func-
tion gσavg (p), whose mean is the focused parameter
p:

O3P(p) =
1
f

[gσavg(p)O2P(p)] (12)

where gσavg(p) is the standard deviation for each pa-
rameter p and f is the number of features used to de-
tect AF. This results in a smooth distribution of scores

centered on the focused parameter p.
• Step 4: Second maximization process

The maximum value of O3P (p) for the three parameters
is obtained.

O4P(p) = MAXpO3p(p) (13)

As described earlier PS indicates the importance of the pa-
rameter p in detecting AF. Therefore, we consider the pa-
rameter with the highest PS, as the main parameter. Then,
we calculate the ratio of the other two parameters to the main
parameter. If the ratio is more than or equal to 75%, we
consider that the other two parameters are also necessary in
detecting AF. Consequently, the unique features related to
different ECG parameters for describing AF efficiently can
be identified.

4. Experimental Work

4.1 Environment

We used a database generated at the University of Califor-
nia, Irvine [25]. The database was obtained from Waikato
Environment for Knowledge Analysis (WEKA), containing
279 attributes and 452 instances [26]. The classes from 01
to 15 were distributed to describe normal rhythms, ischemic
changes, old Anterior myocardial infarction, old inferior
myocardial infarction, sinus tachycardia, sinus bradycardia,
ventricular premature contraction (PVC), supraventricular
premature contraction, left bundle branch block, right bun-
dle branch block, degree atrioventricular block, degree AV
block, left ventricular hypertrophy, atrial fibrillation or flut-
ter, and other types of arrhythmias, respectively. The ex-
periments were conducted in the WEKA 3.6.1 environment,
using a PC with processor Intel core (T M) 2 DUO, speed
2.40 GHz and RAM 2 GB. We duplicated the AF and gen-
erate a total of 266 instances, including 21 cases of AF with
the rest having normal rhythms. The parameters were set as
follows. In Eq. (6) δremove = 1.0, in Eq. (8) θremove = 5.0.
Then we applied the mixture technique with its components
using the J48 algorithm.

4.2 Results

4.2.1 Sensitivity, Specificity, and Accuracy Measurements

According to the parameter customization technique, the PS
values for P, QRS, and T are 87.9, 94.4, and 68.2, respec-
tively. As a result, AF will be described much better when
using the QRS complex and P waves. Sensitivity, specificity,
and accuracy were measured for the detailed performance
analysis of the mixture model and its components.

The classification performance is generally presented
by a confusion matrix, as shown in Table 1, where TP, TN,
FP, and FN stand for true positive (positive predictive value),
true negative (negative predictive value), false positive (pos-
itive for an unpredicted value), and false negative (negative
for an unpredicted value), respectively [27].
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Accordingly, we evaluated the accuracy, expressed in
percentage of the division of the sum of correctly detected
AF (TP+TN) values by the sum of all parameters (TP+TN+
FP+ FN), resulting in a measure of the precision of the al-
gorithm. Sensitivity, expressed in percentage of the division
of all true AF (TP) values by the sum of TP + FN values,
provides a measure of the capacity of the technique to de-
tect AF. Specificity, expressed in percentage of the division
of all non-AF (TN) by the sum of TN + FP values, pro-
vides a measure of the capacity of the technique to confirm
the absence of AF episodes in the ECG. Table 2 shows the
parameters obtained when applying the active learning and
parameter customization methods, and the mixture model
utilizing the J48 algorithm to detect AF. The results imply
that the methods have good predictive abilities and general-
ization performance. On the basis of the results, the param-
eter customization method provides a slightly better perfor-
mance than the active learning methods. In contrast the mix-
ture model achieves an outstanding performance. In partic-
ular, the sensitivity and specificity of the proposed mixture
model regarding the testing data are 95.2%, 99.6% respec-
tively, and its accuracy is 99.2%.

Several researchers have addressed the AF arrhythmia
detection problem using the ECG signals directly or by an-
alyzing the heart rate variability signal [28]–[33]. Table 3
shows the testing results obtained by different methods. It
can be observed from this table that the models derived by
the active learning and parameter customization methods

Table 1 Confusion matrix.

Table 2 Performance of mixture model and its components.

Table 3 Comparative results of different AF detection methods.

provide higher accuracy and specificity than those obtained
by the other methods reported in the literature, because the
active learning method supports the classifier model by up-
dates on the training data, which consider the changes in
morphological descriptors, while the other methods use only
one set of training data, so the model runs out of domains
in presence of morphological changes. In addition, vari-
ous features are designed by the parameter customization
method. The other methods that utilize either P or R waves
only result in feature limitations. Also the parameter cus-
tomization method provides a higher sensitivity than the
other methods except that reported in ref. 28. This is due
to the large number of AF arrhythmia used. Thus, although
the mixture model produces defects in only one case, the
sensitivity decreased by 4.8%.

4.2.2 Noise Effects

The performance of the proposed mixture model and its
components namely, the active learning and parameter cus-
tomization methods was further tested in the presence of
noisy data. For this purpose, a random noise was applied
to the data set in both training and testing duration. The
effects of different noise levels were investigated by apply-
ing different random noise percentages namely, 1%, greater
than 1% and less than or equals 3%, greater than 3% and
less than or equals 6%, and greater than 6% and less than or
equals 10%. Furthermore, it was applied to ECG parameters
namely P, QRS, and T. The measurement accuracy after ap-
plying each interval of noise was calculated by obtaining the
average. The results obtained in the presence of the noisy
data are presented in Fig. 4 to show the performance of the
proposed model and its internal components when using the
J48 algorithm

The performance characteristics of the three methods
with noises are shown in Table 4.
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Fig. 4 Accuracy of mixture technique with noises for detecting AF.

Table 4 performance of mixture technique with noises.

As can be seen, the active learning method is most sen-
sitive to noise among the methods considered. Its perfor-
mance achieved within 1% and greater than 1% and less
than or equals 3% random noise is very high. Its perfor-
mance starts to decrease from noise greater than 3% and
from noise equals or less than 6%. However, it is signifi-
cantly affected by noise greater than 6%. In the cases of the
parameter customization method and the mixture technique,
similar performance characteristics are obtained in all situa-
tions with different noise percentages, although the mixture
technique outperforms the parameter customization within
a noise range greater than 3% and less than or equals 6%.

Generally, the active learning is very sensitive to noise
owing to its mechanism of learning, which selects the appro-
priate group of training data that facilitates the deduction of
unknown data. Thus, when finding a group of data that does
not match in the overall data, the performance decreases sig-
nificantly. In the case of the parameter customization the
performance is much higher since a limited number of pa-
rameters are introduced in the evaluation process.

The performance is accurately much higher with the
mixture technique, since it comprises both the active learn-
ing and parameter customization methods. The evaluation
process occurs in a parallel manner and there is no need for
synchronization between the internal components. There-
fore, it is very rare to find noises that affect the same features
and are evaluated inaccurately way by the two methods.

4.2.3 Time consumption

In this section, we consider the time consumed by the mix-
ture model and its components namely the active learning
and parameter customization methods to detect AF.

In Fig. 5, we report the training and testing times of
the J48 classifier with the three methods, active learning,

Fig. 5 Speed of mixture technique and its components for detecting AF.

parameter customization, and the mixture technique.
As can be seen, parameter customization strategies re-

duce significantly the computational time for training the
classifier, as well as the decreasing testing time. Analo-
gously, using a smaller number of training samples leads
to a decrease in time for classifying unknown samples.

However, active learning has the highest computational
time among the methods considered, because the process of
selecting the right group of data that enhances the detection
process is very complex. The mixture technique is affected
by the performance of the active learning negatively, sim-
ply owing to the time being reduced by the parameter cus-
tomization method, and then increased by the active learning
method.

5. Conclusion

Cardiac health monitoring is challenging data mining and
extracting knowledge that has received a great deal of atten-
tion over the past few years because of its importance in sav-
ing people’s lives and reducing risks. Detecting AF arrhyth-
mias through ECG monitoring is a mature research achieve-
ment. Wired ECG monitoring in hospitals is very crucial
for saving people’s lives. However, this type of monitoring
is insufficient for detecting the coronary cardiac disease in
patients who require continuous follow up.

The contradicting considerations regarding the unique
characteristics of patient activities and the inherent require-
ments of real-time heart monitoring pose challenges for
practical implementation. The outsized morphological dis-
parity of the ECG not only between different patients or pa-
tient clusters but also within the same patient causes a con-
tinuous change. As a result, the model constructed using
the old training data no longer needs to be adjusted in order
to identify new concepts. In view of that, developing one
classifier model to satisfy all patients in different situations
using static training datasets is unsuccessful.

Also, analyzing the QRS, P-wave and other elements of
the ECG, and measuring the time interval between these el-
ements are required in real time AF detection systems. Nev-
ertheless, this is technically not feasible in current systems
because of computation considerations.

In this paper, we present a mixture framework as a pro-



BASHIR et al.: PRO-DETECTION OF ATRIAL FIBRILLATION USING MIXTURE OF EXPERTS
2989

posed solution to the latter problems. The performance of
the mixture framework has been evaluated using various ap-
proaches. Furthermore, the results demonstrate the effec-
tiveness of our proposed solution. In the future, we plan to
perform more experiments to deal with the interrelated ECG
parameters.
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