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#### Abstract

SUMMARY In this paper we consider the two-class classification problem with high-dimensional data. It is important to find a class of distributions such that we cannot expect good performance in classification for any classifier. In this paper, when two population variance-covariance matrices are different, we give a reasonable sufficient condition for distributions such that the misclassification rate converges to the worst value as the dimension of data tends to infinity for any classifier. Our results can give guidelines to decide whether or not an experiment is worth performing in many fields such as bioinformatics.
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## 1. Introduction

Recently in many fields such as microarray analysis, image recognition, and data analysis on the Web we need to analyze high-dimensional data with small sample sizes. For example in microarray analysis the number of data is at most a few hundred, whereas the dimension of data is more than ten thousand. In this paper we study the two-class classification problem with high-dimensional data.

Let $\mathcal{N}_{d}\left(\alpha^{(d)}, A^{(d)}\right)$ and $\mathcal{N}_{d}\left(\beta^{(d)}, B^{(d)}\right)$ be the $d$-variate normal distributions with means $\alpha^{(d)}, \beta^{(d)}$ and variancecovariance matrices $A^{(d)}, B^{(d)}$, respectively. We regard $\alpha^{(d)}, \beta^{(d)}, A^{(d)}, B^{(d)}$ as sequences with respect to $d$. Let $x$ be an observation vector on an individual belonging to $\mathcal{N}_{d}\left(\alpha^{(d)}, A^{(d)}\right)$ or to $\mathcal{N}_{d}\left(\beta^{(d)}, B^{(d)}\right)$. Our aim is to decide whether $x$ comes from $\mathcal{N}_{d}\left(\alpha^{(d)}, A^{(d)}\right)$ or from $\mathcal{N}_{d}\left(\beta^{(d)}, B^{(d)}\right)$. A classification rule is defined by a set $G \subset \mathbb{R}^{d}$. We attribute $x$ to $\mathcal{N}_{d}\left(\beta^{(d)}, B^{(d)}\right)$ if $x \in G$ and to $\mathcal{N}_{d}\left(\alpha^{(d)}, A^{(d)}\right)$ otherwise. For a classification rule $G \subset \mathbb{R}^{d}$ the misclassification rate $R(G)$ (with prior probabilities $1 / 2$ ) is

$$
R(G)=\frac{1}{2} \int_{G} f_{\alpha^{(d)}}(x) d x+\frac{1}{2} \int_{\mathbb{R}^{d} \backslash G} f_{\beta^{(d)}}(x) d x
$$

where $f_{\alpha^{(d)}}(x)$ and $f_{\beta^{(d)}}(x)$ are the density functions of $\mathcal{N}_{d}\left(\alpha^{(d)}, A^{(d)}\right)$ and $\mathcal{N}_{d}\left(\beta^{(d)}, B^{(d)}\right)$, respectively. In practical situations the parameters $\alpha^{(d)}, \beta^{(d)}, A^{(d)}, B^{(d)}$ are unknown. Therefore we need to estimate them from a data set.

The asymptotic property with respect to the dimension

[^0]of data has been addressed by many authors. For example Fan and Fan [4] gave an upper bound of the misclassification rate for a classifier when both the dimension of data and the number of data tend to infinity while assuming $A^{(d)}=B^{(d)}$. Also Aoshima and Yata [1] proposed a classifier $\hat{G}$ such that the misclassification rate $\mathbf{E}[R(\hat{G})]$ converges to zero as the dimension $d$ tends to infinity under a condition without assuming $A^{(d)}=B^{(d)}$, where $\mathbf{E}$ denotes the expectation with respect to the data.

On the other hand it is important to find a class of distributions such that we cannot expect good performance in classification for any classifier. For example, when we do experiments in bioinformatics, we need many resources such as time, raw materials, and costs. If we know in advance that we cannot expect good performance in classification for any classifier, we can stop doing useless experiments. In theory we want to know a class of distributions such that $\mathbf{E}[R(\hat{G})]$ converges to $1 / 2$ as $d$ tends to infinity for any classifier $\hat{G}$. This is interpreted as the fact that no classification rule is better than a simple random guess. For $A^{(d)}=B^{(d)}$ Ingster et al. [5] gave a necessary and sufficient condition for distributions such that $\mathbf{E}[R(\hat{G})]$ converges to $1 / 2$ as $d$ tends to infinity for any classifier $\hat{G}$. In this paper we consider such a condition for $A^{(d)} \neq B^{(d)}$. For example in hypothesis testing it is known as a difficult problem to test the difference between the means of two normally distributed populations when the variances of the two populations are not assumed to be equal (Behrens-Fisher problem). Also in the two-class classification problem it is not easy to give such a condition for $A^{(d)} \neq B^{(d)}$. Although Matsumoto and Wakaki [6] gave the asymptotic expansion of the misclassification rate under a condition for $A^{(d)} \neq B^{(d)}$, it is hard to find a class of distributions such that $\mathbf{E}[R(\hat{G})]$ converges to $1 / 2$ from [6]. If $\alpha_{i}^{(d)} \rightarrow \beta_{i}^{(d)}$ and $a_{i j}^{(d)} \rightarrow b_{i j}^{(d)}$ as $d \rightarrow \infty$ for any $i, j, \mathbf{E}[R(\hat{G})]$ does not necessarily converge to $1 / 2$ for any classifier, where $\alpha^{(d)}=\left(\alpha_{1}^{(d)}, \ldots, \alpha_{d}^{(d)}\right)^{T}$, $\beta^{(d)}=\left(\beta_{1}^{(d)}, \ldots, \beta_{d}^{(d)}\right)^{T}, A^{(d)}=\left(a_{i j}^{(d)}\right)$, and $B^{(d)}=\left(b_{i j}^{(d)}\right)$. In fact, if $\alpha^{(d)}=\beta^{(d)}, A^{(d)}=a^{(d)} I_{d}, B^{(d)}=b^{(d)} I_{d}$, and $a^{(d)} \rightarrow b^{(d)}$ satisfying $\left(a^{(d)}-b^{(d)}\right)^{4} d \rightarrow \infty$, there exists a classifier $\hat{G}$ such that $\mathbf{E}[R(\hat{G})] \rightarrow 0$ as $d \rightarrow \infty$ (cf. [1] p.372). In this paper, although we do not obtain a necessary and sufficient condition, for $A^{(d)} \neq B^{(d)}$ we give a reasonable sufficient condition for distributions such that $\mathbf{E}[R(\hat{G})]$ converges to $1 / 2$ as $d$ tends to infinity for any classifier $\hat{G}$, i.e., we show that if $\alpha_{i}^{(d)} \rightarrow \beta_{i}^{(d)}$ and $a_{i j}^{(d)} \rightarrow b_{i j}^{(d)}$ fast enough, we cannot expect good performance in classification for any classifier.

There exists no previous work where a sufficient condition is given for $A^{(d)} \neq B^{(d)}$. Our results can give guidelines to decide whether or not an experiment is worth performing in many fields such as bioinformatics.

Throughout this paper we use the following notations: $\mathbb{R}$ is the set of reals. For $x \in \mathbb{R}^{d}\|x\|$ denotes the Euclidean norm of $x$. For a square matrix $M,|M|$ and $M^{T}$ denote the determinant of $M$ and the transpose of $M$, respectively. The matrix $I_{d}$ denotes the unit matrix with order $d$.

## 2. Main Result

Since $A^{(d)}$ is symmetric and positive definite, there exists a regular matrix $P$ such that $P A^{(d)} P^{T}=I_{d}$. Let $\lambda_{1}^{(d)}, \ldots, \lambda_{d}^{(d)}$ be the eigenvalues of $P B^{(d)} P^{T}$. Since $\left|P B^{(d)} P^{T}-\lambda I_{d}\right|=$ $\left|P \| B^{(d)}-\lambda A^{(d)}\right|\left|P^{T}\right|, \lambda_{1}^{(d)}, \ldots, \lambda_{d}^{(d)}$ are the roots of $\mid B^{(d)}-$ $\lambda A^{(d)} \mid=0$. Since $P B^{(d)} P^{T}$ is symmetric and positive definite, $\lambda_{1}^{(d)}, \ldots, \lambda_{d}^{(d)}$ are positive reals. There exists an orthogonal matrix $Q$ such that $Q P B^{(d)} P^{T} Q^{T}=\Lambda_{d}$, where $\Lambda_{d}=\operatorname{diag}\left(\lambda_{1}^{(d)}, \ldots, \lambda_{d}^{(d)}\right)$. Set $R=Q P$, then $R A^{(d)} R^{T}=I_{d}$ and $R B^{(d)} R^{T}=\Lambda_{d}$. Let $\epsilon^{(d)}=\min _{1 \leq i \leq d}\left\{1-\left(\lambda_{i}^{(d)}\right)^{-1}\right\}$, $\delta^{(d)}=\max _{1 \leq i \leq d}\left\{\lambda_{i}^{(d)}-1\right\}, \gamma^{(d)}=R\left(\beta^{(d)}-\alpha^{(d)}\right)$, and $\gamma^{(d)}=$ $\left(\gamma_{1}^{(d)}, \ldots, \gamma_{d}^{(d)}\right)^{T}$. Then we have the following theorem.

## Theorem. Assume the following conditions:

[I] For any $i$ and $d$ we have $\lambda_{i}^{(d)}>1$, and there exists $C_{0}>0$ such that $\left(1 / \epsilon^{(d)}\right)-\left(1 / \delta^{(d)}\right) \leq C_{0}$ for any $d$.
[II] $\sum_{i=1}^{d}\left(\lambda_{i}^{(d)}-1\right) \rightarrow 0$ as $d \rightarrow \infty$.
[III] $\sum_{i=1}^{d}\left(\frac{\gamma_{i}^{(d)}}{\lambda_{i}^{(d)}-1}\right)^{2} \rightarrow 0$ as $d \rightarrow \infty$.
Then we have

$$
\lim _{d \rightarrow \infty} \inf _{\hat{G}} \mathbf{E}[R(\hat{G})]=1 / 2,
$$

where $\inf _{\hat{G}}$ denotes the infimum over all the classifiers.
Proof. For simplicity we omit the suffix ( $d$ ). Let $G^{*}:=$ $\left\{x \in \mathbb{R}^{d} \mid f_{\alpha}(x) \leq f_{\beta}(x)\right\}$. Then $G^{*}$ is the optimal classifier, i.e., $R\left(G^{*}\right)=\inf _{\hat{G}} \mathbf{E}[R(\hat{G})]$, where $\inf _{\hat{G}}$ denotes the infimum over all the classifiers. Therefore it is sufficient to prove that $\lim _{d \rightarrow \infty} R\left(G^{*}\right)=1 / 2$. From

$$
f_{\alpha}(x)=\left(\frac{1}{2 \pi}\right)^{d / 2}|A|^{-1 / 2} \exp \left\{-\frac{1}{2}(x-\alpha)^{T} A^{-1}(x-\alpha)\right\}
$$

and

$$
f_{\beta}(x)=\left(\frac{1}{2 \pi}\right)^{d / 2}|B|^{-1 / 2} \exp \left\{-\frac{1}{2}(x-\beta)^{T} B^{-1}(x-\beta)\right\}
$$

we have $G^{*}=\left\{x \in \mathbb{R}^{d} \mid(x-\alpha)^{T} A^{-1}(x-\alpha)-(x-\beta)^{T} B^{-1}(x-\right.$ $\left.\beta)+\log \left|A B^{-1}\right| \geq 0\right\}$. Set $y=R(x-\alpha)$, then

$$
R\left(G^{*}\right)=\frac{1}{2} \int_{G^{*}} f_{\alpha}(x) d x+\frac{1}{2} \int_{\mathbb{R}^{d} \backslash G^{*}} f_{\beta}(x) d x
$$

$$
\begin{align*}
& =\frac{1}{2} \int_{H_{1}}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y+\frac{1}{2} \int_{\mathbb{R}^{d} \backslash H_{1}} \\
& \cdot\left(\frac{1}{2 \pi}\right)^{d / 2}\left|\Lambda_{d}\right|^{-1 / 2} \exp \left\{-\frac{1}{2}(y-\gamma)^{T} \Lambda_{d}^{-1}(y-\gamma)\right\} d y \tag{1}
\end{align*}
$$

where

$$
\begin{aligned}
& H_{1}= \\
& \qquad\left\{y \in \mathbb{R}^{d} \left\lvert\, \sum_{i=1}^{d}\left(1-\lambda_{i}^{-1}\right)\left(y_{i}-\frac{\gamma_{i}}{1-\lambda_{i}}\right)^{2} \geq \sum_{i=1}^{d}\left(\frac{\gamma_{i}^{2}}{\lambda_{i}-1}+\log \lambda_{i}\right)\right.\right\} .
\end{aligned}
$$

Set $z_{i}=\lambda_{i}^{-1 / 2}\left(y_{i}-\gamma_{i}\right)$ for (1), then

$$
\begin{aligned}
R\left(G^{*}\right)= & \frac{1}{2} \int_{H_{1}}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y \\
& +\frac{1}{2} \int_{H_{2}}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} z_{i}^{2}\right) d z
\end{aligned}
$$

where
$H_{2}=\left\{z \in \mathbb{R}^{d} \left\lvert\, \sum_{i=1}^{d}\left(\lambda_{i}-1\right)\left(z_{i}-\frac{\lambda_{i}^{1 / 2} \gamma_{i}}{1-\lambda_{i}}\right)^{2}<\sum_{i=1}^{d}\left(\frac{\gamma_{i}^{2}}{\lambda_{i}-1}+\log \lambda_{i}\right)\right.\right\}$.
Since $\lambda_{i}>1$ for any $i$, we have $\epsilon, \delta>0$. Therefore

$$
\begin{aligned}
R\left(G^{*}\right) \geq & \frac{1}{2} \int_{\|y-p\| \geq q}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y \\
& +\frac{1}{2} \int_{\|y-r\|<s}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y
\end{aligned}
$$

where
$p=\left(\frac{\gamma_{1}}{1-\lambda_{1}}, \ldots, \frac{\gamma_{d}}{1-\lambda_{d}}\right)^{T}, r=\left(\frac{\lambda_{1}^{1 / 2} \gamma_{1}}{1-\lambda_{1}}, \ldots, \frac{\lambda_{d}^{1 / 2} \gamma_{d}}{1-\lambda_{d}}\right)^{T}$,
$q=\sqrt{\frac{1}{\epsilon} \sum_{i=1}^{d}\left(\frac{\gamma_{i}^{2}}{\lambda_{i}-1}+\log \lambda_{i}\right)}, s=\sqrt{\frac{1}{\delta} \sum_{i=1}^{d}\left(\frac{\gamma_{i}^{2}}{\lambda_{i}-1}+\log \lambda_{i}\right)}$.
Let $\theta=q+\|p\|$ and $\eta=s-\|r\|$, then by the triangle inequality we have $\left\{y \in \mathbb{R}^{d} \mid\|y\| \geq \theta\right\} \subset\left\{y \in \mathbb{R}^{d} \mid\|y-p\| \geq\right.$ $q\}$ and $\left\{y \in \mathbb{R}^{d} \mid\|y\|<\eta\right\} \subset\left\{y \in \mathbb{R}^{d} \mid\|y-r\|<s\right\}$. Therefore

$$
\begin{aligned}
R\left(G^{*}\right) \geq & \frac{1}{2} \int_{\|y\| \geq \theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y \\
& +\frac{1}{2} \int_{\|y\|<\eta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y .
\end{aligned}
$$

Since $\lambda_{i}>1$ for any $i$, we have $\epsilon<\delta$, i.e., $\eta<\theta$. Therefore
$R\left(G^{*}\right) \geq \frac{1}{2}\left\{1-\int_{\eta \leq\|y\|<\theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y\right\}$.
Let $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the function defined by $\phi(y)=\|y\|$.

Let $\mu$ be the measure on $\mathbb{R}$ induced by $\phi$ and the Lebesgue measure on $\mathbb{R}^{d}$. Then by the formula of change of variables (cf. [2], p.216, Theorem 16.13) we have

$$
\begin{aligned}
& \int_{\eta \leq\|y\|<\theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{d} y_{i}^{2}\right) d y \\
& =\int_{\eta}^{\theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} t^{2}\right) \mu(d t) .
\end{aligned}
$$

Let $F(t)$ be the Lebesgue measure of $\left\{y \in \mathbb{R}^{d} \mid\|y\| \leq t\right\}$. Then it is well-known that

$$
F(t)= \begin{cases}0 & \text { for } t<0 \\ \frac{\pi^{d / 2} t^{d}}{\Gamma(d / 2+1)} & \text { for } t \geq 0\end{cases}
$$

where $\Gamma(\cdot)$ is Gamma function (cf. [3]). Therefore

$$
\frac{d \mu}{d t}= \begin{cases}0 & \text { for } t<0 \\ \frac{d \pi^{d / 2} t^{d-1}}{\Gamma(d / 2+1)} & \text { for } t \geq 0\end{cases}
$$

where $(d \mu) /(d t)$ denotes the density function of $\mu$. Therefore

$$
\begin{aligned}
& \int_{\eta}^{\theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} t^{2}\right) \mu(d t) \\
& \quad=\int_{\max \{\eta, 0\}}^{\theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} t^{2}\right) \frac{d \pi^{d / 2}}{\Gamma(d / 2+1)} t^{d-1} d t
\end{aligned}
$$

Let

$$
g(t):=\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} t^{2}\right) \frac{d \pi^{d / 2}}{\Gamma(d / 2+1)} t^{d-1}
$$

Then $g(t)$ reaches its maximum at $t=\sqrt{d-1}$. By Stirling's formula there exists $C_{1}>0$ (which does not depend on $d$ ) such that
$g(\sqrt{d-1})=\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left\{-\frac{d-1}{2}\right\} \frac{d \pi^{d / 2}}{\Gamma(d / 2+1)}(d-1)^{(d-1) / 2}$
$\leq C_{1}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left\{-\frac{d-1}{2}\right\} \frac{d \pi^{d / 2}}{d^{\frac{d+1}{2}}\left(\frac{1}{2}\right)^{\frac{d}{2}} \exp \left(-\frac{d}{2}\right)}(d-1)^{(d-1) / 2}$
$=C_{1} \exp \left(\frac{1}{2}\right)\left(\frac{d-1}{d}\right)^{(d-1) / 2}<\infty$.
Therefore there exists $C_{2}>0$ (which does not depend on $d$ ) such that $g(t) \leq C_{2}$ for any $t \geq 0$. Therefore

$$
\int_{\max \{\eta, 0\}}^{\theta}\left(\frac{1}{2 \pi}\right)^{d / 2} \exp \left(-\frac{1}{2} t^{2}\right) \frac{d \pi^{d / 2}}{\Gamma(d / 2+1)} t^{d-1} d t \leq C_{2}(\theta-\eta)
$$

On the other hand we have the following claim.
Claim. $\theta-\eta \rightarrow 0$ as $d \rightarrow \infty$. (See Appendix for proof.)
Therefore from (2) and $R\left(G^{*}\right) \leq 1 / 2$ we obtain $\lim _{d \rightarrow \infty} R\left(G^{*}\right)=1 / 2$. The proof is complete.

## 3. Conclusion

In this paper for $A^{(d)} \neq B^{(d)}$ we gave a reasonable sufficient condition for distributions such that $\mathbf{E}[R(\hat{G})]$ converges to $1 / 2$ as $d$ tends to infinity for any classifier $\hat{G}$. For $A^{(d)}=B^{(d)}$ Ingster et al. [5] gave a necessary and sufficient condition for distributions such that $\mathbf{E}[R(\hat{G})]$ converges to $1 / 2$, but there exists no previous work where such a condition is given for $A^{(d)} \neq B^{(d)}$. Our results can give guidelines to decide whether or not an experiment is worth performing in many fields such as bioinformatics.
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## Appendix A: Proof of Claim

From [III] we have $\|p\| \rightarrow 0$. From [II] there exists $C_{3}>0$ (which does not depend on $d$ ) such that $\lambda_{i} \leq C_{3}$ for any i. Therefore from [III] we have $\|r\| \rightarrow 0$. From [I] and $(1 / \epsilon)>1$ we have

$$
\begin{aligned}
q-s= & \frac{(1 / \epsilon)-(1 / \delta)}{\sqrt{1 / \epsilon}+\sqrt{1 / \delta}} \sqrt{\sum_{i=1}^{d}\left(\frac{\gamma_{i}^{2}}{\lambda_{i}-1}+\log \lambda_{i}\right)} \\
& \leq C_{0} \sqrt{\sum_{i=1}^{d}\left(\frac{\gamma_{i}^{2}}{\lambda_{i}-1}+\log \lambda_{i}\right)}
\end{aligned}
$$

From [III] we have
$\sum_{i=1}^{d} \frac{\gamma_{i}^{2}}{\lambda_{i}-1}=\sum_{i=1}^{d}\left(\lambda_{i}-1\right)\left(\frac{\gamma_{i}}{\lambda_{i}-1}\right)^{2} \leq C_{3} \sum_{i=1}^{d}\left(\frac{\gamma_{i}}{\lambda_{i}-1}\right)^{2} \rightarrow 0$.
From [II] we have $\sum_{i=1}^{d} \log \lambda_{i} \leq \sum_{i=1}^{d}\left(\lambda_{i}-1\right) \rightarrow 0$.
Therefore $q-s \rightarrow 0$. Therefore we obtain $\theta-\eta \rightarrow 0$.
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