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PAPER

Respiratory Motion and Correction Simulation Platform for
Coronary MR Angiography

Florencio Rusty PUNZALAN†a), Nonmember, Tetsuo SATO†, Member, Tomohisa OKADA††,
Shigehide KUHARA†††, Kaori TOGASHI††, Nonmembers, and Kotaro MINATO†, Member

SUMMARY This paper describes a simulation platform for use in the
quantitative assessment of different respiratory motion correction tech-
niques in Coronary MR angiography (CMRA). The simulator incorporates
acquisition of motion parameters from heart motion tracking and applies
it to a deformable heart model. To simulate respiratory motion, a high-
resolution 3-D coronary heart reference image is deformed using the esti-
mated linear transformation from a series of volunteer coronal scout scans.
The deformed and motion-affected 3-D coronary images are used to gen-
erate segmented k-space data to represent MR data acquisition affected by
respiratory motion. The acquired k-space data are then corrected using dif-
ferent respiratory motion correction methods and converted back to image
data. The resulting images are quantitatively compared with each other us-
ing image-quality measures. Simulation experiment results are validated
by acquiring CMRA scans using the correction methods used in the simu-
lation.
key words: respiratory motion, MRI simulation, simulation platform, coro-
nary MR angiography

1. Introduction

Coronary Magnetic Resonance Angiography (CMRA) has
been increasingly used in the clinical imaging of coronary
arteries. It offers sharp contrast between the blood and the
arterial wall and enables a more accurate diagnostic of le-
sions and arterial blockage. Since it is a form of mag-
netic resonance imaging (MRI), it does not expose patients
to radiation, unlike computed tomography (CT) or positron
emission tomography (PET). However, CMRA can be ad-
versely affected by patient motion, more specifically by car-
diac cycle and respiratory motion. Cardiac cycle motion is
usually addressed using electrocardiography (ECG) trigger-
ing [1].

Many studies have been done to compensate for respi-
ratory motion and avoid image degradation in CMRA. The
more common methods are under the prospective motion
correction type, which predict and correct for respiratory
motion during the duration of the scan. These include the
navigator-guided, one-dimensional (1-D) translation correc-
tion [2]. This method tracks the motion of the diaphragm
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in the superior-inferior (SI) direction and uses a fixed multi-
plier to approximate the motion of the heart. This multiplier,
which is usually called the correction factor (CF) and has a
standard value of 0.6, indicates the movement of the heart,
in mm, for every 1 mm movement of the diaphragm. The
method is commonly used in CMRA scanners because it is
simple and easy to implement. However, it treats the heart as
a rigid object and does not entirely describe the respiratory
heart motion. Other more recent studies try to correct for
two- and three-dimensional motion [3], [4]. The increase in
motion approximation accuracy consequently increases the
complexity of implementing the method in the MR scan-
ner. More complex methods are not easily implemented in
scanners because of their proprietary nature. In addition, the
more complex the correction becomes, the more it can add
to the possibility of prolonging CMRA scans, which already
take around 20 to 30 minutes for each patient.

In addition, the acquisition of a high quality 3-D coro-
nary data depends on the patient or subject under study. The
respiratory motion of the heart is highly subject-specific [5].
This presents a problem during acquisition since the tailor-
ing of correction for each patient can add to acquisition time.
It adds a factor for CMRA clinicians and radiologists to con-
sider in deciding which is the appropriate and practical cor-
rection method for them.

The number of these respiratory motion studies and
complexity of their implementation makes it impractical to
test and evaluate them for multiple subjects. A quantita-
tive comparison of these proposed methods is also not avail-
able because these studies used different types of scanners
and different subjects. To clinically evaluate these methods
using the same scanner and subjects would be impractical
and time-consuming. Furthermore, the use of clinical scans
would result in other sources of artifacts affecting the image
quality of the resulting scan like cardiac cycle motion and
magnetic inhomogeneities in the machine [6]. A quantita-
tive comparison should be able to measure the effectiveness
of a motion correction study while eliminating the effects of
other sources of motion. With this, we propose a method to
quantitatively compare different respiratory motion correc-
tion techniques, independent of other sources of motion and
image artifacts.

We designed and implemented a CMRA simulation
platform that clinicians can use to compare different respi-
ratory motion correction methods. The simulation software
can run in general purpose computers, so the clinicians does
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not have to implement the different methods under evalua-
tion in the actual scanner. In addition, it can be used to stan-
dardize the evaluation of correction methods. The platform
utilizes a patient-based voxelized model with the capacity to
recreate the patient-specific respiratory motion derived from
cardiac MR scout scans.

In terms of using the navigator-guided 1-D translation
correction, we used the platform to evaluate different CF
candidates to determine which CF can best predict a sub-
ject’s respiratory motion. We evaluated this method because
it is readily available in most clinical scanners, including the
one we used in this study.

2. Method

The proposed simulation platform for comparing respira-
tory motion correction methods is composed of two major
parts, namely, respiratory motion model and CMRA mo-
tion correction simulator. The respiratory motion model
recreates the subject-specific cardiac motion as a function
of diaphragm motion. The respiratory motion modelling in-
volves tracking and correlating the diaphragm and heart mo-
tion from real 2-D scout scans. The CMRA motion simula-
tor virtually implements motion correction methods to cor-
rect the simulated respiratory-induced motion artifacts on a
CMRA scan. The simulation method uses the k-space for-
malism to introduce and correct motion in a reference 3-D
scan. In addition, the motion correction simulator includes
the quantitative image quality comparison of the generated
scans from different correction methods.

2.1 Simulation Platform Algorithm

This section describes the inputs and outputs of the pro-
posed simulation platform as well as the steps to gener-
ate the outputs. Given a set of 2-D MRI scout scans R =
{R1,R2, . . . ,RM}, where M is number of 2-D image slices,
and a reference 3-D Coronary MRA image QRe f , the goal
of the simulation platform is to find the motion correction
method cp from C = (c1, c2, . . . , cZ) that can best predict the
respiratory-induced motion of the heart during the CMRA
scan. The simulation platform process can be described with
the following algorithm:

1. Estimate the respiratory motion correlation coefficients
from a set of 2-D MRI scout scans.

2. Generate a discrete respiratory waveform with K trans-
lation levels from a randomly-generated sinusoidal
wave.

3. Apply spatial transformation to a reference 3-D Coro-
nary MRA image, QRe f , for each translation level yk ∈
Y = {y1, y2, . . . , yK} using the estimated correlation co-
efficients.

4. Acquire the uncorrected k-space data, Qnc, using in-
vivo MRI k-space acquisition simulation and by sam-
pling the respiratory waveform.

5. Apply motion correction to the uncorrected k-space

data Qnc for each of the correction methods in C =
(c1, c2, . . . , cZ).

6. Transform all the motion-corrected k-space data into
3-D CMRA image data.

7. Assess the effectiveness of each method in C by com-
paring the resulting 3-D CMRA images using some
commonly-used image quality measures.

Steps 1–3 of the algorithm above belong to the res-
piratory motion model part, while steps 4–7 belong to the
CMRA motion simulator part.

As an example implementation of the proposed system,
we used the comparison of using different values of the cor-
rection factor in respiratory motion correction. It assumes
that a single CF is used to correct for respiratory motion dur-
ing CMRA scan, which is the technique commonly utilized
in many scanners today. The values of CF are estimated
from the correlation coefficient (CC) values between the di-
aphragm and heart motion. These values are derived from
the set of time-series 2-D coronal scout scans R. The final
product of the simulation is the correction factor CF = cp

which gives the 3-D data with the highest image quality in
terms of SNR, CNR, vessel length and vessel edge defini-
tion.

The following subsections give a more detailed de-
scription of the steps in the algorithm. Section 2.2.1 elab-
orates on how the CCs are estimated. Sections 2.2.2 and
2.2.3 describe how the respiratory waveform is generated
and the reference scan is transformed, respectively. In addi-
tion, the last part of the Method section details the motion
correction simulator, which includes the simulation of MR
k-space data acquisition and motion correction.

2.2 Respiratory Motion Model

2.2.1 Motion Parameter Estimation

The first step in simulating respiratory motion correction is
to model the subject-specific respiratory-induced motion of
the heart. This involved tracking the heart as it moves with
the diaphragm during respiration and measuring its corre-
lation coefficients. The tracking was done on a cine scout
scan, which is a two-dimensional, time-series image data
showing the heart in the coronal plane. In order to get the
CC values of the heart, six regions of interest (ROI) were
tracked for each image in the cine scan. Diaphragm mo-
tion was tracked using a rectangular ROI with dimensions
of 30× 10 pixel, placed in the dome of right hemidiaphragm
(Fig. 1). The remaining ROIs were placed along the edges
of the heart to track the superior-inferior (SI) and right-left
(RL) cardiac motion. To measure the displacement, the SI
location of the horizontal edge was subtracted from a fixed
reference location. The edge location is detected by com-
puting for the gradient magnitude of each horizontal line in
the ROI and then searching for the local maxima of the gra-
dient.

Least-squares method was used to determine the edge



PUNZALAN et al.: RESPIRATORY MOTION AND CORRECTION SIMULATION PLATFORM FOR CORONARY MR ANGIOGRAPHY
113

Fig. 1 Region-of-interest (ROI) motion tracking model for the di-
aphragm and heart. The right side shows the tracked location of the di-
aphragm and the heart ROI for all images in the scout scan. The tracked
locations are used to compute the correlation coefficient (CC) values.

Algorithm 1.1: Estimation of motion parameters.
Data: R = {R1,R2, . . . ,RM}.
Result: correlation coefficient ccupr and cclwr .

for m← 1 to M do
place regions of interest (ROIs) in Ri

diaph loc[m]← measureDiaphragmLocation(Rm)
heUpr loc[m]← measureUpperHeartLocation(Rm)
heLwr loc[m]← measureLowerHeartLocation(Rm)

CCupr ← calcCorrelCoef(diaph loc, heUpr loc)
CClwr ← calcCorrelCoef(diaph loc, heLwr loc)
C ← assignCorrectionFactors(CCupr , CClwr)

displacements inside the ROIs. The measured displace-
ments for each image are then correlated with the corre-
sponding displacements of the diaphragm. The slope of
the linear regression lines in the correlation graph (i.e. di-
aphragm vs. heart ROI) was assigned as the CC value for
that region of the heart. The CC estimation part of the algo-
rithm (Step 1) for the upper (CCupr) and lower (CClwr) heart
can be summarized as shown in Algorithm 1.1.

2.2.2 Respiratory Waveform Generation

To simulate the rhythmic motion of the diaphragm during
tidal breathing, we created an arbitrary sinusoidal waveform
with a randomly varying frequency. The frequency range
was set at 0.33 to 0.2 Hz to reflect the average range of res-
piratory rate for adults, which is around 12 to 20 breaths
per minute. We used a sinusoidal wave so that we can eas-
ily randomize the frequency of respiration. Consequently,
a real data of diaphragm motion (e.g. from respiratory bel-
lows) can also be used to provide a more realistic waveform
shape and frequency variation. The generated diaphragm
waveform is described by the following continuous equa-
tion:

diaph(t) = 0.5 cos

(
π

Pr

)
t + 0.5 cm,

Algorithm 1.2: Generation of the discrete respira-
tory waveform.

Data: diaphragm trans levels Y = {y1, y2, . . . , yK }.
Result: discrete respiratory waveform diaph[].

generate continuous respiratory waveform diaph(t)
assign N as number of discrete samples
for n← 1 to N seconds do

diaph[n]← sampleResWave(n, diaph(t)), where diaph[n] ∈ Y

0.20 ≤ 1
Pr
≤ 0.33 Hz, (1)

where Pr denotes the random respiration period (3–5 s) and
t is the time in seconds. The waveform oscillates in the [0, 1]
amplitude range, which is set as the displacement range of
the diaphragm from end-expiration to end-inspiration (in
cm). The amplitude range is divided into K discrete levels
or positions with each level having the value of yk, where
k = 1 to K. The amplitude of 1 cm is the default maximum
displacement of the diaphragm in the simulation platform
but this can easily be changed into any value, depending
on the measured diaphragm movement of the subject. The
discrete respiratory waveform generation procedure (Step 2)
can be summarized in Algorithm 1.2.

2.2.3 Spatial Transformation of Reference Image

The estimated correlation coefficients from the scout scans
are used to model the movement and deformation of the
heart with respect to respiration. Even though most of the
motion of the heart is SI translation, SI scaling and RL trans-
lation and scaling were also included. A 2-D affine transfor-
mation matrix was used to transform each 2-D slice in the
the 3-D image using the following equation:

T = Ar + v =

(
sxcosθ −sysinθ
sxsinθ sycosθ

) (
x
y

)
+

(
dx

dy

)
, (2)

where A is the linear transformation, r is the Cartesian co-
ordinate and v is the translation vector. The variables sx, sy

and dx, dy are the scaling and translation parameters in the
x and y direction, respectively, while θ is the corresponding
rotation angle.

The translation parameter dy is derived from the aver-
age between the motion coefficients of the upper and lower
heart. Given the correlation coefficient for the upper (CCupr)
and lower right (CClwr) part of the heart, the translation pa-
rameter in the SI direction is

dy =
CClwr + CCupr

2
. (3)

The scaling factor sy is computed such that it reflects
the difference between the upper and lower heart motion.
The value is normalized across the height of the heart, as
shown by the equation

sy = 1 +
CClwr + CCupr

|r2y − r5y| , (4)
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Algorithm 1.3: Transformation of the reference im-
age for every translation level yk.

Data: high-quality 3-D CMRA reference scan QRe f and
correlation coefficients CCupr and CClwr .

Result: transformed dataset Q[].

A(sx, sy)← calcScalingParams(CCupr , CClwr)
v(dx, dy)← calcTranslationParams(CCupr , CClwr)
for k ← 1 to K do

Tk ← createTransformMatrix(yk, A, v)
Q[k]← applyTransformation(QRe f ,Tk)

where |r2y − r5y| corresponds to the SI distance between the
edge of the lower right and upper heart (i.e. height of the
heart). The translation and scaling parameters used in the
simulation were based from the upper and lower heart coef-
ficients gathered in the first part of this study with additional
coefficients added as arbitrary values.

To simulate heart displacement during respiration, the
reference dataset is first assigned as an undeformed heart
located in end-expiration. The simulated diaphragm mo-
tion range is set to the default value of 10 mm, from end-
expiration to end-inspiration. The spatial resolution of the
diaphragm movement is 0.5 mm, which gives a total of 20
diaphragm positions (y1, y2, . . . , y20) for the whole range of
motion, excluding the end-expiration position. For each
level yk, the reference image QRe f undergoes spatial trans-
formation to generate the transformed 3-D image Q[k].
The transformation is done by multiplying each voxel in
the reference image by the transformation matrix Tk. The
process of generating the transformed images for each di-
aphragm translation level (Step 3) can be summarized in Al-
gorithm 1.3.

2.3 CMRA Motion Correction Simulator

2.3.1 Acquisition of Uncorrected k-Space Data

After each transformation, the the transformed 3-D im-
age Q[k] is converted to k-space data Q[k] using 3-D Fast
Fourier Transform (FFT). Each of these data in the k-space
dataset is used for simulating the MR acquisition of the un-
corrected data Qnc.

MR image acquisition involves the filling of k-space
data. The k-space represents the spatial frequency infor-
mation in two or three dimensions of an object. In an ac-
tual MRI scanner, the phase and frequency encoding data is
structured in this k-space grid, which is filled one line (or
multiple lines) at a time until the image is complete.

The k-space data is in Fourier space and contains all
the necessary information to reconstruct an image. It is re-
lated to the image data through the Fourier transformation.
Sampling of the acquired signal in MRI is arranged such
that low-frequency signals are at the center of the acquired
data and the high-frequency signals are placed around this
center. The rightmost column of Fig. 2 shows examples of a
typical uniformly sampled k-space data.

Fig. 2 Method for generating the k-space dataset of the deformed cardiac
model for each respiratory diphragm position. The range of the respiratory
waveform is divided into k discrete levels or positions and in each level a
transformed reference image is produced. The transformed 3-D images are
then converted to k-space data using FFT. The generated k-space data for
each diaphragm displacement level are used to create the simulated CMRA
acquisitions.

Algorithm 1.4: Acquisition of Uncorrected 3-D k-
space.

Data: transformed dataset Q[] and discrete resp waveform
diaph[].

Result: uncorrected 3-D k-space data Qnc.

for k ← 1 to K do
Q[k]← imageToKspace(Q[k])

Qnc ← sampleKspaceData(Q, diaph[])

To acquire MRI data in the simulation platform, k-
space data acquisition is performed during each sampled
point in the generated respiratory waveform diaph(t). Fig-
ure 2 shows that a k-space equivalent Q[k] is acquired for
each transformed image Q[k]. Each point in the sampled
waveform corresponds to a diaphragm position where the
k-space line(s) will be acquired. The procedure mimics an
interleaved acquisition in actual MRI, where a set of k-space
lines is acquired in one cardiac cycle using segmented recti-
linear encoding. A complete dataset is created when all the
k-space lines in the volume are filled. The acquisition of the
3-D k-space data without motion correction (Step 4) can be
summarized in Algorithm 1.4.

2.3.2 Motion Correction Simulation

Once the uncorrected k-space data is generated, a motion
correction can be applied using a correction method and the
data on diaphragm displacement positions used to acquire
the uncorrected data.

The platform was used to compare the effect of differ-
ent correction factors on the image quality of the resulting
simulated scans. First, the motion coefficients to be used
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for the simulations were measured for one of the volunteer
scans. A pair of motion coefficients of 0.46 and 0.56 for the
upper and lower heart, respectively, were used for the simu-
lations. Once the motion coefficients were determined, five
different CMRA simulations were generated. A 3-D volume
data was acquired for each of the following methods:

1. Acquisition without motion compensation (Qnc).
2. Using the standard correction factor (CF = 0.6).
3. Using CCupr as correction factor (CFupr).
4. Using CClwr as correction factor (CFlwr).
5. Using the mean correction factor (CFmean), the average

of CFupr and CFlwr.

To complete the simulation, the 3-D images were
reconstructed from the k-space data using inverse-FFT.
Lastly, each 3-D image was evaluated and compared to the
original scan using a number of image-quality measures.

3. Experiments

To measure the correlation coefficients from actual subjects,
eight healthy adult volunteers (5 males and 2 females, age
19 to 35 years) who did not have contraindications to MR
imaging were enrolled for scout scan imaging. A total of
60 ECG-gated, time-series 2-D coronal chest images were
acquired per subject during free-breathing. Images were
obtained during the measured cardiac rest period at end-
diastole. All images were taken using steady-state free pre-
cession (SSFP) sequence in free breathing, acquired using a
1.5 T MRI scanner (Excelart Vantage, Toshiba Medical Sys-
tems, Tochigi, Japan). The study was approved by the In-
stitutional Review Board of the Kyoto University Hospital
and all subjects gave their informed written consent prior to
enrolment in the study.

The reference scan used in the simulation was de-
rived from a high-quality 3-D coronary MR angiography
dataset [7]. The 3-D axial volume was acquired using SSFP
sequence and consists of 140 slices acquired with TR =
4.3 ms, TE = 2.2 ms, slice thickness = 1.5 mm that was re-
constructed as 0.75 mm thickness, acquisition matrix 256 ×
168 and reconstructed matrix size = 512 × 496. The dataset
was cropped to remove the background and the neighbour-
ing organs, resulting to a reduced matrix size of 256 × 168.
The segmented heart serves as the reference image (QRe f )
for the respiration-induced deformation and respiratory gat-
ing simulation.

3.1 Quantitative Image Quality Assessment

To validate the results of the simulations, an actual 3-D
CMRA scan was acquired for the same volunteer whose mo-
tion coefficients were used for the simulation. This proce-
dure allowed for the comparison of the simulated motion
correction with that of an actual scan taken by the same
volunteer. Five CMRA scans were acquired, one for each
method described in Sect. 2.3.2. After the image acquisi-
tion, the 3-D images went through multiplanar reconstruc-

Fig. 3 Curved MPR view of the right coronary artery near its origin in
the aortic root (a). The regions of interests ROI f g and ROIbg are used for
CNR calculations (b). The plot shows the multiple intensity line profiles
(b), which are used to compute for sigma of the fitted Gaussian curve (c).
The value of sigma is used to compute for the vessel edge definition.

tion to show the length of the coronary artery (Fig. 3). The
same procedure was done for the simulated scans. The im-
age quality of the simulated images were compared to that
of the actual clinical scans to show the efficiency of the sim-
ulation system in evaluating the motion correction methods.

Quantitative image quality analysis were done using
contrast-to-noise ratio (CNR) and vessel edge definition.
The proximal and distal portion of the right coronary artery
were selected as the regions of interest where these mea-
sures were applied. CNR is a well defined image quality
measurement [8]–[10] and defined as the difference of sig-
nal intensities between the coronary artery and surrounding
tissues divided by the background noise. Vessel edge defi-
nition, on the other hand, has been defined as how well the
borders of a particular vessel are circumscribed [11]. Both
of these measures determines the conspicuity of the coro-
nary artery, which is important for an accurate diagnosis of
clinically significant lesions.

Vessel edge definition is based on the calculation of
signal gradients across the borders of the coronary artery. To
measure its value, 20 line profiles are placed perpendicularly
at the proximal part of the RCA (Fig. 3). The line profiles
traverse both edges of the coronary artery, where the peak
values correspond to the bright blood signal. Computation
of the vessel edge definition here, however, is distinct from
the one proposed by Dirksen et al [11]. Instead of using the
down- and up-slope of the line profile set, a Gaussian curve
was fitted into the average of the line profiles for edge cal-
culation. The average value of all the curves was fitted with
a Gaussian bell curve and the end variable that signifies the
vessel edge definition was calculated as 1/σ, where σ is the
variance of the fitted curve. A smaller value of sigma corre-
sponds to a steeper slope in the average signal intensity line
profile, signifying a better vessel edge definition.

Finally, in order to statistically analyze the image qual-
ity between correction methods for the simulation and ac-
tual MR scan, the data has undergone a paired t-test analysis
with a significance level of 0.05.

4. Results

The time-series coronal images acquired during the cardiac
rest period under free-breathing enabled tracking of the up-
per and lower heart during respiration. There are wide varia-
tions in the measured CC values between subjects observed
during the tracking of the scout scans. There was also a
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Fig. 4 The measured correlation coefficient (CC) values for all the vol-
unteer scans. CCupr and CClwr indicates the translation of the upper and
lower heart, respectively, for every 1 unit translation of the diaphragm.
While CCmean refers to the average of the two aforementioned values.

wide variation between the upper and lower heart motion.
Lower heart correction factor ranges from 0.36 to 1.0, while
upper heart has values of 0.14 to 0.53. Figure 4 shows the
measured correlation coefficient values for all the scanned
volunteers.

In the simulation experiments, image artifacts such as
ghosting and image blurring occurred when data was ac-
quired without motion correction. Consequently, significant
reductions in motion artifacts were observed when the cor-
rection methods were employed. The simulation results also
showed significant variations in image quality from the dif-
ferent motion compensation methods used.

4.1 Coronary Artery Visualization

In Fig. 5, the proximal and distal cross-sections of the right
coronary artery in show the effects of the different correction
methods in the visual quality of the RCA. The figure shows
the RCA cross-sections for both the simulated and clinical
scans to validate the result of the simulations with that of
an actual scan, with CCupr = 0.46 and CClwr = 0.56. The
proximal cross-section was taken near the root of the RCA
in the aorta while the distal cross-section was acquired from
the main RCA vessel in the posterior region of the right ven-
tricle. The columns (left to right) indicate the motion cor-
rection method used; namely, no motion correction, CFupr,
CFmean, CFlwr, and standard correction factor (CF = 0.6).

The first column of Fig. 5 shows that the visibility of
the coronary cross-section is almost zero if there is no cor-
rection used. The use of the upper heart correction factor
(CFupr) results to a good vessel definition of the proximal
RCA (Fig. 5 (G, Q)) but gives a barely visible distal cross-
section (Fig. 5 (B, L)). On the other hand, employing the
lower heart correction factor (CFlwr) gives a relatively better
image quality in the distal part (Fig. 5 (D, N)) and but worse
in the proximal cross-section (Fig. 5 (I, S)). The image qual-

Fig. 5 Shown are the cross-sections of the right coronary artery from
the simulated (upper two rows) and clinical scans (bottom two rows). The
first row of the simulated and clinical scan corresponds to the distal cross-
section of the artery while the second row of each scan shows the proximal
cross-section. The columns lists the motion correction methods used in
the scans; namely, no motion correction (A, F, K, P), CFupr (B, G, L, Q),
CFmean (C, H, M, R), CFlwr (D, I, N, S), and standard correction factor (E,
J, O, T).

ity of the coronary cross sections resulting from CFmean is
between that of the CFupr and CFlwr. Of the four correc-
tion factors used, the standard correction factor generally
gives the worst image quality, especially with respect to the
proximal RCA (Fig. 5 (J, T)). This is because its value is
relatively far from the value of the actual CCupr (0.46). The
results also show that the relative effects of the different cor-
rection methods are consistent for both the simulation and
actual clinical scan.

4.2 Simulation vs. Reference Scan

In order to compare the effect of motion across one slice, the
image differences between the middle coronal slice of the
reference scan and the simulated scans for correlation co-
efficient pair of 0.5/1.0 (CCupr/CClwr) are shown in Fig. 6.
It shows the effects of using different correction factors on
the image quality at different areas of the heart. Compared
with the reference image slice (Fig. 6 A), the image with-
out motion correction (Fig. 6 B) experienced the most differ-
ence (i.e. image distortion). In Fig. 6 F, the bulk of the im-
age difference and thus the residual motion artifact between
the simulated slice and using the standard correction fac-
tor was highlighted. Since the correlation coefficient values
used to transform these images are 0.5 and 1.0 for the upper
and lower heart, respectively, the standard CF mostly cor-
rected for motion in the upper heart since its value is closer
to CCupr. Using CF = CClwr results in residual motion arti-
facts around the upper region of the heart. In contrast, mo-
tion artifacts were not concentrated on any part of the heart
when using the mean correction factor CFmean. The mean
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Fig. 6 By getting the coronal slice of the 3-D image, the effect of respira-
tory motion on image quality and visibility of the distal RCA can be shown
(top row). The middle coronal slice of the reference data (A) was com-
pared with the simulated scans without motion correction (B), with CCupr

(C) and with CFmean (D). The image difference between the reference slice
and simulated slice without correction (E), with CCupr (F) and with CFmean

(G) are also shown.

Fig. 7 Contrast-to-noise ratio (CNR) measurements for the simulation
and acquired clinical scans. The trend of the CNR measurements were
consistent for both the simulation and actual scan. The scan acquired us-
ing the mean correction factor in average, gave the highest CNR while the
standard correction factor gave the lowest.

correction factor gives the smallest difference from the ref-
erence image. This is confirmed by the results of the paired
t-tests done between the results of using the mean correc-
tion factor and the other compensation methods, where the
P value ranges from 8.2× 10−7 (no correction) to 4.0× 10−5

(using CFlwr).

4.3 Simulation vs. Clinical Scan

Validation of the simulation results was done by compar-
ing the image quality of the simulated images with those
of the actual clinical scans acquired using the same correc-
tion factors. Figure 7 shows the measured CNR values for
the proximal (upper) and distal (lower) portions of the coro-

Table 1 The average CNR values for the each correction factor used in
the simulation and actual scans. The values for CFupr , CFmean and CFlwr

are 0.46, 0.51 and 0.56, respectively.

Correction Factor
Measure CFupr CFmean CFlwr 0.6
Simulation 299.22 340.24 293.11 192.46
Clinical 191.22 191.86 155.80 130.90

Fig. 8 The vessel edge definition measurements for the simulation and
actual clinical scans. The trends show a high correlation between the sim-
ulated and actual results (P = 0.038).

nary artery for all the motion correction factors used. The
measured upper and lower heart motion coefficient for the
subject are 0.46 and 0.56, respectively. Results indicated
that the proximal coronary artery image has a comparatively
poor CNR when the lower heart correction factor is used
and vice versa. The factor CFmean, on average, gave the best
CNR for all the factors used while the use of the standard
correction factor (0.6) gave the worst. This trend is consis-
tent for both the simulation and the actual scans as shown in
Fig. 7 b. Table 1 summarizes the mean CNR values for the
four different correction methods used. Acquisitions using
the mean correction factor showed the highest CNR for both
the simulation (340.22) and the actual scan (191.86).

The same observation is applicable to the results of the
vessel edge definition measurements (Fig. 8. The trend in
the simulation scan showed high correlation with that of the
clinical scans (P = 0.038).

5. Discussion

A critical aspect of choosing a respiratory motion correc-
tion method is its impact on the resulting MR image quality.
This is evident especially in the case of coronary imaging
like CMRA where a small difference in the respiratory gat-
ing can have adverse effects in the detection of lesions or
blockages. However, the comparative effectiveness of the
available correction methods is difficult to evaluate using
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actual MR scans. This is due to the difficulty in obtaining a
ground truth, an assessment not effected by other sources of
artifacts like cardiac cycle or magnetic field noise. Thus, we
proposed an alternative, to use simulation as a tool and real-
istically recreate the data acquisition process during an MRI
scan. The results of the experiments demonstrated that the
simulation platform can be used to induce respiratory mo-
tion in the image and simulate the application of different
motion correction methods.

The image-quality measures showed the effects on im-
age quality of the respiratory motion correction factors used.
These factors are translation coefficients simulating the use
of the subject-specific navigator-guided techniques, which
are prevalent in clinical CMRA scans. If the SI motion of
the heart due to diaphragm motion is significantly less than
0.6, using the standard correction factor overestimates the
motion, thus increasing the induced motion and decreasing
image quality. This poses a significant drawback of using
the same correction factor for all patients since in cases of
minimal respiratory motion, it adds rather than correct mo-
tion. Additionally, the increase from the uncorrected data in
terms of SNR (P = 0.0091), CNR (P = 0.0009) and vessel
edge definition (P = 0.0087) is highest when using the mean
correction factor.

Aside from the dominant SI motion during respiration,
displacement in other directions was also observed. How-
ever, the measured values from the volunteer scans were
very small compared to SI motion. The measured right-left
(RL) CC also have low correlation with diaphragm motion
(average R2 < 0.4). This may be due to the fact that our
tracking method is not robust enough to locate the specific
ROI edge as it moves in the SI direction. Unlike the case for
the tracking the horizontal edge in the SI direction, tracking
the vertical edge as it moves in the RL direction presents
more challenges because of the dominant SI movement. We
plan to improve on the robustness of our tracking method in
order to provide a more accurate estimation of correlation
coefficients.

Using the platform for CMRA scans with the prospec-
tive 1-D respiratory motion correction method may help in
improving output image quality. A clinician can test dif-
ferent CF values in the simulator and determine which one
would be the most suitable for a certain subject or patient.
This subject-specific CF can then be used to replace the
standard correction factor to acquire a better-quality CMRA
image.

The current modelling of respiratory motion involves
the tracking of 2-D motion only. Tracking the 3-D motion is
also possible although it would present challenges because
two planes has to be tracked (coronal and sagittal). The 3-D
compensation may also be impractical to implement in most
scanners.

The hardware capability of MR scanners is still one
of the main restrictions in the implementation of respira-
tory correction methods. Different models from different
manufacturers offer varying technical challenges in address-
ing motion artifacts from respiration. For this reason, self-

gating methods using image-based tracking are gaining ac-
ceptance since it can be applied to most MR scanners with-
out significant hardware changes. Future work will include
the evaluation of these self-gating approaches and also fur-
ther validation using additional clinical MR scans.

6. Conclusion

This study demonstrated an overview of a simulation plat-
form for MR respiratory motion correction. The model can
be used to evaluate different motion correction techniques
without the need to perform actual scans, which are sub-
ject to other sources of image artifacts aside from respiratory
motion. The results of the simulation experiments showed
high correlation with those of the actual scan. This reflects
the capability of the simulation platform to recreate the ef-
fects of respiratory motion in CMRA scans. The system also
allows the flexibility to test different parameter estimation
algorithms and MR k-space image reconstruction methods.

Although the simulator functions well in its current
state, several issues remain to be addressed. Additional pa-
rameter estimation and more advanced k-space reconstruc-
tion techniques would be useful. Furthermore, there are
many possible improvements that could help improve the
overall realism of the output. With more features, we are
confident that this simulator can be modified to evaluate a
wide variety of cardiac motion correction algorithms.
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