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Static Dependency Pair Method in Rewriting Systems
for Functional Programs with Product, Algebraic Data,
and ML-Polymorphic Types

Keiichirou KUSAKARI†a), Member

SUMMARY For simply-typed term rewriting systems (STRSs) and
higher-order rewrite systems (HRSs) à la Nipkow, we proposed a method
for proving termination, namely the static dependency pair method. The
method combines the dependency pair method introduced for first-order
rewrite systems with the notion of strong computability introduced for
typed λ-calculi. This method analyzes a static recursive structure based
on definition dependency. By solving suitable constraints generated by the
analysis, we can prove termination. In this paper, we extend the method to
rewriting systems for functional programs (RFPs) with product, algebraic
data, and ML-polymorphic types. Although the type system in STRSs con-
tains only product and simple types and the type system in HRSs contains
only simple types, our RFPs allow product types, type constructors (alge-
braic data types), and type variables (ML-polymorphic types). Hence, our
RFPs are more representative of existing functional programs than STRSs
and HRSs. Therefore, our result makes a large contribution to applying
theoretical rewriting techniques to actual problems, that is, to proving the
termination of existing functional programs.
key words: rewriting systems for functional programs, termination, static
dependency pair method

1. Introduction

Various extensions of term rewriting systems (TRSs) [24]
for handling higher-order functions have been pro-
posed [10], [12], [14], [19], [20]. Simply-typed term rewrit-
ing systems (STRSs) introduced by Kusakari [14], and
higher-order rewrite systems (HRSs) introduced by
Nipkow [19] are two such extensions. In this paper, we in-
troduce rewriting systems for functional programs (RFPs),
which is an extension of TRSs with product, algebraic
data, and ML-polymorphic types. For example, the typi-
cal higher-order function foldl can be represented by the
following RFP Rfoldl:{

foldl f e nil → e
foldl f e (cons (x, xs)) → foldl f ( f (e, x)) xs

Here we suppose that the function foldl has the type:

foldl : (α × β→ α)→ α→ list(β)→ α

in which α and β are type variables, and list is a type
constructor.

The static dependency pair method is a powerful
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method to prove termination, which was introduced on
STRSs [16], [17], and extended to HRSs [18], [22]. The
method combines the dependency pair method introduced
for first-order rewrite systems [1] with the notion of strong
computability introduced for typed λ-calculi [7], [23]. The
static dependency pair method consists in showing the non-
loopingness of each static recursion component indepen-
dently, the set of static recursion components being com-
puted through some static recursion analysis. For the RFP
Rfoldl, the static dependency pair method yields a single
static recursion component:

foldl� f e (cons (x, xs))→ foldl� f ( f (e, x)) xs

To prove the non-loopingness of static recursion compo-
nents, the notions of subterm criterion and reduction pair
have been proposed. The subterm criterion was introduced
on TRSs [9], and slightly improved by extending the sub-
terms permitted by the criterion on STRSs [16], and ex-
tended on HRSs [18]. Reduction pairs [15] are an abstrac-
tion of weak-reduction order [1]. By using the subterm cri-
terion, we can prove the non-loopingness of the above static
recursion component from the following fact:

cons(x, xs) �sub xs (xs is a subterm of cons (x, xs))

By recapitulating such a termination proof by the static
dependency pair method, we obtain the following claim:

The function foldl is explicitly recursively
defined on the third argument. Hence, the func-
tion foldl is well-defined (terminating).

This claim is an assertion of the static dependency pair
method, and it may be very natural reasoning. However, it is
quite difficult to verify the claim because its reduction may
be affected by unanticipated behaviors of functions held in
higher-order variables. Actually, the static dependency pair
method is not applicable to every system. Let’s consider the
additional rule for foo : α×α→ α, and let R be the follow-
ing RFP:

Rfoldl ∪ {foo (x, y)→ foldl foo y (cons (x, nil))}

Then the RFP R is not terminating because there exists
the loop: foo (0, 0) −→

R
foldl foo 0 (cons (0, nil)) −→

R

foldl foo (foo (0, 0)) nil −→
R
foo (0, 0). As seen above,

for the non-termination of R, the infinite sequence through
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the “second” argument of foldl is essential, but not the
“third” argument. This example indicates that such a claim
does not hold in general. As a class in which the static de-
pendency pair method is sound, we founded the class of
plain function-passing [16], and extended this class to the
class of safe function-passing [17].

In this paper, we extend the static dependency pair
method and the class of safe function-passing to RFPs, in
which we can use arbitrary type constructors (algebraic data
types) and type variables (ML-polymorphic types). Then we
show the soundness of the static dependency pair method in
the class. Since our RFPs are more representative of existing
functional programs than STRSs and HRSs, and the class of
safe function-passing is sufficiently expressive, our result is
very practicable.

The most basic notion in the static dependency pair
method is that of the static dependency pair itself. From a
theoretical viewpoint, we may extend the static dependency
pair method onto polymorphic settings by interpreting the
static dependency pair as infinite ones in simple-type set-
tings. However this approach erases practicality of the static
dependency pair method. Hence we give polymorphism to
the static dependency pair. In order to keep the soundness of
the static dependency pair method for safe function-passing
RFPs, we split static dependency pairs into outer ones and
inner ones (cf. Definition 4.1), moreover, we introduce the
notion of outer/inner actual static dependency pairs (cf. Def-
inition 4.3). Then we can prove the soundness by a similar
story line in [17], although minor adjustments are needed in
almost all parts.

As an example showing the effectivity of the static de-
pendency pair method, there exists polymorphic-typed com-
binatory logic, which is represented as the following RFP
RCL with S : (α → β → γ) → (α → β) → α → γ and
K : α→ β→ α:

RCL =

{
S f g x → f x (g x)
K x y → x

The static dependency pair method can prove its termination
from the following two easily checked reasons:

• Each rule is not explicitly recursively defined, that is, S
and K do not occur on the right-hand sides.
• Any variable occurs in an argument position on the left-

hand sides.

Although several proofs of the termination of polymorphic-
typed combinatory logic are known [8], we believe that our
proof is very elegant.

The remainder of this paper is organized as follows.
The next section provides rewriting systems for functional
programs (RFPs) with product, algebraic data, and ML-
polymorphic types. In Sect. 3, we provide the notion of
strong computability, which gives a theoretical basis for the
static dependency pair method. We also gives the class of
safe function-passing in which the static dependency pair is
sound. In Sect. 4, we give the static dependency pair method

on RFPs. In Sect. 5, we give the notion of the subterm cri-
terion and reduction pairs that prove the non-loopingness
of the static recursion component. Concluding remarks are
presented in Sect. 6.

2. Rewriting Systems for Functional Programs

In this section, we introduce rewriting systems for func-
tional programs (RFPs) with product, algebraic data, and
ML-polymorphic types. Intuitively, algebraic data types
allow type constructors, and ML-polymorphic types al-
low type variables. RFPs are extensions of term rewriting
systems.

The set S of product, ML-polymorphic and algebraic-
data types (types for short) is generated from the set TV
of type variables by the type constructors {→,×} � TC, in
which each symbol c ∈ TC is associated with a natural num-
ber n, denoted by arity(c) = n. Formally, the set S is defined
as the least set satisfying the following properties:

• If α ∈ TV then α ∈ S.
• If σ1, σ2 ∈ S then (σ1 → σ2) ∈ S.
• If σ1, . . . , σn ∈ S then (σ1 × · · · × σn) ∈ S.
• If σ1, . . . , σn ∈ S and c ∈ TC with arity(c) = n then

c(σ1, . . . , σn) ∈ S.

A functional type or higher-order type is a type of the form
(σ1 → σ2). A product type is a type of the form (σ1 ×
· · · × σn) for n ≥ 2. A data type is either a product type
or a type of the form c(σ1, . . . , σn). We denote by Snfun

the set of non-functional types. To minimize the number
of parentheses, we assume that → is right-associative and
→ has lower precedence than ×. We shortly denote σ1 →
· · · → σn → σ0 by σn → σ0. Under these conventions,
any type σ is uniquely denoted by the form σn → σ0 with
σ0 ∈ Snfun, which we call the canonical form. A type σ is
said to be closed if no type variable occurs in σ. A type σ
is said to be an instance of a type σ′, denoted by σ′ 	 σ, if
there is a type substitution ξ such that σ = ξ(σ′).

The set Traw of raw terms generated from the set F
of function symbols and the set V of variables without
name collision is the smallest set such that (a t1 · · · tn),
(t1, . . . , tn) ∈ Traw whenever a ∈ V∪F and t1, . . . , tn ∈ Traw.

A type environment is a pair (Σ,Γ) of mappings Σ :
F → S and Γ : V → S. Under an environment (Σ,Γ),

• if Γ(x) = σn → σ0 then (x tσ1
1 · · · tσn

n )σ0 is a typed
term,
• if Σ( f ) 	 σn → σ0 then ( f tσ1

1 · · · tσn
n )σ0 is a typed

term, and
• (tσ1

1 , . . . , t
σn
n )σ1×···×σn is a typed term,

whenever tσ1
1 , . . . , t

σn
n are typed terms. The identity of typed

terms is denoted by ≡. We shortly denote (a)σ by aσ for
a ∈ F ∪V. For a term tσ ≡ (tσ1

1 , . . . , t
σn
n )σ1×···×σn , we identify

tσ ≡ (tσ1
1 )σ1 ≡ tσ1

1 if n = 1, and tσ ≡ ()unit if n = 0, where
unit is the special type constructor with arity(unit) = 0.
No confusion arises about type environments for the dis-
cussions in this paper, because the current version of our
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rewriting systems does not allow functional abstraction (λ-
abstraction) and let-expressions. Hence we omit a type envi-
ronment for typed terms, and shortly denote by T the set of
typed terms (terms for short). We often denote tσ by t : σ,
or shortly t whenever no confusion arises. We abbreviate
(a tσ1

1 · · · tσn
n )σ0 by (a tσn

n )σ0 , or shortly a tn. We often write

t u for (a tn uσm
m )σ where t ≡ (a tn)σm→σ.

Example 2.1: Let Σ(map) = (α → β) → list(α) →
list(β). Then we have

map(α→β)→list(α)→list(β) ∈ T

because of Σ(map) 	 (α → β) → list(α) → list(β).
Hence we have

(map map(α→β)→list(α)→list(β))σ ∈ T

because of Σ(map) 	 σ = ((α → β) → list(α) →
list(β))→ list(α→ β)→ list(list(α)→ list(β)).

The set of positions of a term t is the set Pos(t) of strings
over positive integers, which is inductively defined as fol-
lows: Pos(a tn) = Pos((t1, . . . , tn)) = {ε} ∪ ⋃n

i=1{ip | p ∈
Pos(ti)}. The prefix order ≺ on positions is defined by p ≺ q
iff pw = q for some w (� ε). The position ε is said to be the
root, and a position p such that p ∈ Pos(t) ∧ p1 � Pos(t)
is said to be a leaf. The subterm at position p in t, de-
noted by t|p, is defined as t|ε ≡ t, (a tn)|ip ≡ ti|p, and
(t1, . . . , tn)|ip ≡ ti|p. The symbol at position p in t, de-
noted by (t)p, is defined as (a tn)ε = a, (t1, . . . , tn)ε = tp,
(a tn)ip = (ti)p, and (t1, . . . , tn)ip = (ti)p. Here tp represents
the tuple symbol. To improve readability, we often omit the
type information. Sometimes the root symbol (t)ε in a term
t is denoted by root(t). We also define args(t) by {t1, . . . , tn}
if t has the form of a tn or (t1, . . . , tn). We denote by Sub(t)
the set of subterms of t, and by Var(t) the set of variables
occurring in t. We write t �sub u (resp. t �sub u) if u ∈ Sub(t)
(resp. u ∈ Sub(t) \ {t}). We note that σm → σ0 = σ′n → σ′0
holds whenever (x uσm

m )σ0 , (x vσ
′
n

n )σ
′
0 ∈ Sub(t) with x ∈ V.

A term t is said to be closed if σ is a closed type for any
uσ ∈ Sub(t). We denote by Tnfun the set of non-functional
typed terms, by T cls the set of closed terms, and by T cls

nfun the
set of non-functional and closed terms.

A context is a term with one occurrence of the special
symbol �σ, called a hole. A leaf context is a context where
the occurrence of � is at a leaf position. The notation C[tσ]
denotes the term obtained by substituting t into the hole of
C[�σ].

A type substitution ξ is naturally extended over
terms as (a tn)σξ ≡ (a tnξ)ξ(σ) and (tσ1

1 , . . . , t
σn
n )σξ ≡

(tσ1
1 ξ, . . . , t

σn
n ξ)ξ(σ).

A term substitution is a mapping with finite domain,
denoted by θ = {xσ1

1 := tσ1
1 , . . . , x

σn
n := tσn

n }. Each sub-

stitution θ is naturally extended over terms as (a tσn
n )σθ =

a′ uk tnθ if a ∈ V and θ(aσn→σ) = a′ uk; (a tn)θ = a tnθ if
a ∈ F ; (t1, . . . , tn)θ = (t1θ, . . . , tnθ).

A pair (lσ, rσ) of terms with the same type under the

same type environment is said to be a rewrite rule, denoted
by lσ → rσ, if root(l) ∈ F and Var(l) ⊇ Var(r) hold. We
note that the condition root(l) ∈ F guarantees that l has the
form of a ln, but not the form of (l1, . . . , ln). A rewriting sys-
tem for functional programs (RFP) is a finite set of rewrite
rules. As a matter of course, we note that the rules of an
RFP R share a type environment Σ. For any rewrite rule
lσ → rσ, we define the set Act(l→ r) of actual rewrite rules
as: uσ

′ → vσ′ ∈ Act(lσ → rσ) iff there is a type substitution
ξ such that u ≡ lξ zk, v ≡ rξ zk, and ξ(σ) = σn → σ0 with
k ≤ n, and σ′ = σk+1 → · · · → σn → σ0, where each zσi

i
is a fresh variable. The reduction relation −→

R
of an RFP R

is defined by s −→
R

t iff s ≡ C[lθ] and t ≡ C[rθ] for some ac-
tual rewrite rule l → r ∈ Act(R), leaf context C[ ], and term
substitution θ.

Example 2.2: Let Rlist be the following RFP:

Rlist =

{
hd (cons (x, xs)) → x
tl (cons (x, xs)) → xs

Here we suppose that nil : list(α), cons : α×list(α)→
list(α), hd : list(α)→ α, and tl : list(α)→ list(α).
Then Act((hd (cons (xα, xslist(α))α×list(α))list(α))α → xα)
consists of the rules that have the following form:

(hd (cons (xσ, xslist(σ))σ×list(σ))list(σ)zσn
n )σ0→(xzσn

n )σ0

where σ = σn → σ0 and each σi is an arbitrary type.
Also, Act((tl (cons (xα, xslist(α))α×list(α))list(α))list(α) →
xslist(α)) consists of the rules that have the following form:

(tl (cons (xσ, xslist(σ))σ×list(σ))list(σ))list(σ)

→ xslist(σ)

where σ is an arbitrary type.

Example 2.3: Let Rmap be the following RFP:{
map f nil → nil

map f (cons (x, xs)) → cons ( f x, map f xs)

We suppose that map : (α → β) → list(α) → list(β).
Here Nat is a type of natural numbers, which are represented
in the usual way by 0 : Nat and succ : Nat → Nat, Then
we have the following reduction for R = Rlist ∪ Rmap:

hd (map map (cons (succ, nil))) (cons (0, nil))

−→
R
hd (cons (map succ, map map nil)) (cons (0, nil))

−→
R
hd (cons (map succ, nil)) (cons (0, nil))

−→
R
map succ (cons (0, nil))

−→
R
cons (succ 0, map succ nil)

−→
R
cons (succ 0, nil)

A term t is terminating or strongly normalizing if there
exists no infinite reduction sequence starting from t. Then
we denote SN(t). An RFP R is said to be terminating or
strongly normalizing if every term is so. We denote by TS N

the set of strongly normalizing terms. We also define sets
T¬S N = T \ TS N and T args

S N = {t | args(t) ⊆ TS N}.
Since actual rewrite rules are closed under type substi-

tution, we obtain the following proposition.
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Proposition 2.4: Let R be an RFP. If s −→
R

t then sξ −→
R

tξ for any type substitution ξ. Hence if any closed term is
terminating then R is terminating.

3. Strong Computability, Safety Function and Safe
Function-Passing

The theoretical basis of the static dependency pair method
is given by the notion of strong computability, which is in-
troduced for proving the termination of typed λ-calculi [7],
[23]. Unfortunately the static dependency pair method is
not applicable to every RFP, that is, there exists a non-
terminating RFP that has no static recursive structure. The
following one rule RFP is such an example.

(foo (bar f α→β)α)β → ( f (bar f α→β)α)β

From a technical viewpoint, this problem arises from the
reason that strong computability is not closed under the
subterm relation. For the example, some terms that are
not strongly computable are accidentally passed through the
higher-order variable f from the left-hand side to the right-
hand side, because even if an actual argument (bar t) of foo
is strongly computable, its subterm t may not be strongly
computable.

From this observation, we proposed notions of plain
function-passing [16] and of safe function-passing [17], un-
der which the static dependency pair method works well. In
this section, we extend the notion of safe function-passing to
RFPs, with the notions of a strong computability predicate
and a safety function.

To increase reusability, we divide an abstract frame-
work from these constructions. Note that any proof in the
following sections will not refer to any discussion in the
constructing section (Sect. 3.2). Any proof in the following
sections will refer only to the abstract framework (Sect. 3.1).

3.1 Abstract Framework

Definition 3.1: Let R be an RFP. A predicate SC over
closed terms is said to be a strong computability predicate if
the following properties hold:

(SC1) For any t ∈ T cls, if SC(t) then SN(t).
(SC2) For any tσ1→σ2 , uσ1 ∈ T cls, if SC(t) and SC(u) then
SC(t u).

(SC3) For any tσ1→σ2 ∈ T cls, if SC(t u) for all uσ1 ∈ T cls

such that SC(u) then SC(t).
(SC4) For any t, u ∈ T cls, if SC(t) and t −→

R
u then SC(u).

(SC5) For any t ∈ T cls
nfun, ifSC(u) for all u ∈ T cls∩(args(t)∪

{t′ | t −→
R

t′}) then SC(t).

We denote TS C = {t | SC(t)}, T¬S C = {t | ¬SC(t)}, and
T args

S C = {t | args(t) ⊆ TS C}.

Definition 3.2: For a strong computability predicate SC, a
function Safe is said to be a safety function if it satisfies the
following properties:

(S1) If u ∈ Safe(t) and t ∈ T args
S C then SC(u), for any t, u ∈

T cls.
(S2) If u ∈ Safe(t) then uθ ∈ Safe(tθ) for any t, u ∈ T cls

and term substitution θ.
(S3) If u ∈ Safe(t) then uξ ∈ Safe(tξ) for any closed type

substitution ξ.

Definition 3.3: An RFP R is said to be safe function-
passing if there exists a safety function Safe for a strong
computability predicate such that for any l → r ∈ R and
a rn ∈ Sub(r) with a ∈ V, there exists k (k ≤ n) such that
a rk ∈ Safe(l). A safe function-passing RFP is often shortly
denoted by SFP-RFP.

3.2 Constructing a Strong Computability Predicate and a
Safety Function

To formulate the notion of safe function-passing in a sim-
ple type setting, we introduced notions of peeling types
and peeling orders [17]. We extend these notions to RFPs,
and construct a strong computability predicate and a safety
function.

Definition 3.4: A set PT of peeling types is a set of data
types. We define PT	 = {σ | σ′ 	 σ for some σ′ ∈ PT }. A
well-founded quasi order �S on types is said to be a peeling
order if the following properties hold:

• σ1 → σ2 �S σi (i = 1, 2) for any closed types σ1 and
σ2.
• If σ′ �S σ then ξ(σ′) �S ξ(σ) for any closed type

substitution ξ.

We define the set Sub�SPT (t) of peeled subterms as the smallest
set satisfying the following properties:

• args(t) ⊆ Sub�SPT (t),
• if u ≡ (a uσn

n )σ ∈ Sub�SPT (t), σ ∈ PT	, and σ �S σi then
ui ∈ Sub�SPT (t), and
• if u ≡ (uσ1

1 , . . . , u
σn
n )σ ∈ Sub�SPT (t), σ ∈ PT	, and σ �S

σi then ui ∈ Sub�SPT (t).

For a set PT of peeling types and a peeling order �S, we
define the function Safe as Safe(t) = Sub�SPT (t) ∪ {u | t �sub

uσ, σ is a data type such that σ � PT	}.

Definition 3.5: For a set PT of peeling types and peeling
order �S, we define S C(tσ) as follows:

• In case of tσ ∈ T cls
nfun and σ � PT	, S C(t) is defined as

SN(t).
• In case of tσ ∈ T cls

nfun and σ ∈ PT	, S C(t) is defined as

SN(t) and S C(u) for any uσ
′ ∈ T cls ∩⋃{args(t′) | t ∗−→

R

t′} such that σ �S σ′.
• In case of tσ1→σ2 ∈ T cls, S C(t) is defined as S C(t u) for

all uσ1 ∈ T cls with S C(u).

Theorem 3.6: The predicate S C given in Definition 3.5 is
a strong computability predicate.
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Proof.: We first prove the well-definedness of S C, that is,
S C(t) is defined for any t ∈ T cls. Assume that S C is not
well-defined.

Let tσ0

0 be a minimal term with respect to �S such that
S C(t0) is undefined. From the minimality of t0, we have
σ0 ∈ PT	, SN(t0), and there exist t′0 and t1 such that t0

∗−→
R

t′0,
tσ1
1 ∈ args(t′0), σ0 ∼S σ1, and S C(t1) is undefined, where ∼S

is the equivalence part of �S.
Since σ0 ∼S σ1, t1 is also a minimal term with re-

spect to �S such that S C(t1) is undefined. By applying the
procedure above, we obtain t′1 and t2 such that t1

∗−→
R

t′1,
tσ2
2 ∈ args(t′1), σ1 ∼S σ2, and S C(t2) is undefined.

By applying this procedure repeatedly, we obtain
t′2, t
′
3, . . . and t3, t4, . . . such that ti

∗−→
R

t′i and ti+1 ∈ args(t′i )
for i = 2, 3, . . .. Since �sub∪−→R is well-founded on terminat-
ing terms, this contradicts with SN(t0).

Next we will prove that the predicate S C satisfies the
conditions in Definition 3.1. The conditions (SC2), (SC3),
and (SC5) are trivial.

(SC4) Let S C(tσ) and t −→
R

t′. We prove S C(t′) by induction
on σ. The case σ ∈ Snfun is trivial. Suppose that σ =
σ1 → σ2. Let uσ1 be an arbitrary term such that S C(u)
holds. Then S C(t u) follows from S C(t) and (SC2).
Since (t u)σ2 −→

R
t′ u, we have S C(t′ u) by the induction

hypothesis. Hence, S C(t′) follows from (SC3).
(SC1) We prove the following claims by simultaneous in-

duction on σ.

(i) If S C(tσ) then SN(t).
(ii) S C(xσ) for all x ∈ V.

Let σn → σ0 be the canonical form of σ. The case
n = 0 is trivial. Suppose that n > 0.
(i): From the induction hypothesis (ii), an arbitrary
variable zσ1

1 is strongly computable. From (SC2), we
have S C(t z1). From the induction hypothesis (i), t z1

is terminating, hence so is t.
(ii): Assume that ¬S C(zσ) for some variable z.
From (SC3), there exist strongly computable terms
uσ1

1 , . . . , u
σn
n such that z un is not strongly computable.

From the induction hypothesis (i), each ui is terminat-
ing, hence so is z un. Since (z un)σ0 is not strongly com-
putable and σ0 ∈ Snfun, we have σ0 ∈ PT	 and there
exist terms v′ and v such that z un

∗−→
R
v′, v ∈ args(v′),

and v is not strongly computable. Since root(l) � V for
all l → r ∈ R, there exists i such that ui

∗−→
R
v. From

(SC4), ui is not strongly computable. This is a contra-
diction. �

Theorem 3.7: The function Safe given in Definition 3.4 is
a safety function.

Proof.: (S1) Let t, u ∈ T cls, u ∈ Safe(t) and t ∈ T args
S C . We

prove S C(u).
If u ∈ {u | t�sub uσ, σ is a data type such that σ � PT	},
then S C(u) follows from u �sub t ∈ T args

S C and (SC1).
Suppose that uσ ∈ Sub�SPT (t). Then we have either
u ∈ args(t) or there exists vσ

′ ∈ Sub�SPT (t) such that

u ∈ args(v), σ′ ∈ PT	, and σ′ �S σ. In the former
case, we have S C(u) because of tθ ∈ T args

S C . In the lat-
ter case, it suffices to show that S C(u) whenever S C(v),
which is directly deduced from the definition of S C.

(S2) It is obvious because �sub is closed under term substi-
tutions, and any term substitution does not change type
information.

(S3) It is obvious because �S and PT	 are closed under
closed type substitutions. �

Example 3.8: We show that Rfoldl as discussed in the In-
troduction is safe function-passing.

Since types can be interpreted as first-order terms (we
interpret a product type σ1 × · · · × σn as a first-order term
tpn(σ1, . . . , σn)), we construct the peeling order �S by us-
ing the recursive path order >rpo [5] with the argument filter-
ing method [1] over first-order term rewriting systems. We
take the argument filtering function by π(tpn) = n, π(→) =
[1, 2], and π(c) = [1, . . . , arity(c)] for any c ∈ TC. Then
the order �πrpo, defined as σ1 �πrpo σ2 iff π(σ1) �rpo π(σ2),
becomes a peeling order. We take PT as the set of all data
types.

The first rule of Rfoldl trivially satisfies the desired
property. Suppose that t ≡ foldl f e (cons (x, xs)). Then:

• we have f , e, cons (x, xs) ∈ Sub�SPT (t) because of
args(t) ⊆ Sub�SPT (t),
• we have (x, xs) ∈ Sub�SPT (t) because of

(cons (x, xs)α×list(α))list(α) ∈ Sub�SPT (t), list(α) ∈
PT , and π(list(α)) = list(α) �rpo list(α) =
π(α × list(α)), and
• we have x, xs ∈ Sub�SPT (t) because of

(xα, xslist(α))α×list(α) ∈ Sub�SPT (t), α × list(α) ∈
PT , π(α × list(α)) = list(α) �rpo list(α) =
π(list(α)), and π(α × list(α)) = list(α) �rpo α =
π(α).

Hence we have Safe(t) = { f , e, cons (x, xs), (x, xs), x, xs},
and then the second rule of Rfoldl also satisfies the desired
property. Therefore Rfoldl is safe function-passing.

4. Static Dependency Pair Method

The static dependency pair method is a powerful method
to prove termination, which was introduced on STRSs [16],
[17], and extended to HRSs [18], [22]. In this section, we
extend the method to RFPs.

Definition 4.1: Let R be an SFP-RFP. All root symbols
of the left-hand sides of rewrite rules, denoted by DR, are
called defined symbols. whereas all other function symbols,
denoted by CR, are constructors.

For each f ∈ DR, we provide a new function symbol
f �, called the marked-symbol of f . For each t ≡ a tn with
a ∈ DR, we define the marked term t� by a� tn.

A pair 〈 l�, a� rn 〉, denoted by l� → a� rn, is said to
be an outer static dependency pair in R if there exists a rule
l→ a rn ∈ R satisfying the following conditions:
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• a ∈ DR, and
• a rk � Safe(l) for all k (≤ n).

A pair 〈 l�, a� rn 〉, denoted by l� → a� rn, is said to
be an inner static dependency pair in R if there exist a non-
empty leaf-context C[ ] and l → C[a rn] ∈ R satisfying the
two conditions above.

A static dependency pair in R is an outer or inner static
dependency pair. We denote by S DP(R) the set of static
dependency pairs in R.

Example 4.2: We consider the SFP-RFP Rsigma, that is the
union of Rfoldl, Rmap and the following rules:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

add (0, y) → y
add (succ x, y) → succ (add (x, y))

sum → foldl add 0
sigma f xs → sum (map f xs)

where Rfoldl and Rmap are displayed in the Introduction and
Example 2.3, respectively. Here we suppose that add :
Nat × Nat → Nat, sum : list(Nat) → Nat, and sigma :
(α→ Nat)→ list(α)→ Nat. The sum function calculates
the total sum for an input list, and the function sigma f xs
calculates Σi∈xs f (i). Note that similar to Example 3.8 we
can prove that Rsigma is safe function-passing. Then there
are three outer static dependency pairs:

foldl� f e (cons (x, xs)) → foldl� f ( f (e, x)) xs
sum� → foldl� add 0

sigma� f xs → sum� (map f xs)

and there are four inner static dependency pairs:

map� f (cons (x, xs)) → map� f xs
add� (succ x, y) → add� (x, y)

sum� → add�

sigma� f xs → map� f xs

Definition 4.3: Let R be an SFP-RFP. For any outer static
dependency pair u� → v�, we define the set Act(u� → v�) of
actual outer static dependency pairs as: s� → t� ∈ Act(u� →
v� : σ) iff s� and t� are closed terms, and there is a type
substitution ξ such that s� ≡ u�ξ zn, t� ≡ v�ξ zn, and the
canonical form of ξ(σ) is τn → τ, where each zτi

i is a fresh
variable.

For any inner static dependency pair u� → v�, we define
the set Act(u� → v�) of actual inner static dependency pairs
as: s� → t� ∈ Act(u� : σ′ → v� : σ) iff s� and t� are closed
terms, and there is a type substitution ξ such that s� ≡ u�ξ z′n,
t� ≡ v�ξ zm, and the canonical form of ξ(σ′) and ξ(σ) are
τ′n → τ′ and τm → τ, respectively, where each z′i : τ′i and
zi : τi are fresh variables.

An actual static dependency pair in R is an ac-
tual outer/inner static dependency pair. We denote by
Act(S DP(R)) the set of actual static dependency pairs in R.

Definition 4.4: Let R be an SFP-RFP. A sequence u�1 →
v
�
1, u
�
2 → v

�
2, . . . of static dependency pairs in R is said to

be a static dependency chain in R if there exist s�1 → t�1 ∈

Act(u�1 → v
�
1), s�2 → t�2 ∈ Act(u�2 → v

�
2), . . ., and term

substitutions θ1, θ2, . . . such that for any i, t�i θi
∗−→
R

s�i+1θi+1,
siθi, tiθi ∈ T args

S C , and siθi, tiθi � TS C.

Lemma 4.5: If an SFP-RFP R is not terminating then
T cls

nfun ∩ T¬S C ∩ T args
S C � ∅.

Proof.: From Proposition 2.4, we have T cls ∩ T¬S N � ∅.
From (SC1), we have T cls ∩ T¬S C � ∅.

Let s be a minimal term in T cls ∩ T¬S C with respect to
term size. From the minimality, we have s ∈ T args

S C . Hence,
we have T cls ∩ T¬S C ∩ T args

S C � ∅.
Let tσ be a minimal term in T cls∩T¬S C ∩T args

S C with re-
spect to type size. It suffices to show that t ∈ Tnfun. Assume
that σ = σ1 → σ2. From (SC3), there is uσ1 ∈ T cls ∩ TS C

such that (t u)σ2 ∈ T¬S C. From t ∈ T args
S C , we have (t u)σ2 ∈

T args
S C . Since the size σ2 is less than the size σ1 → σ2, we

have (t u) � T cls ∩ T¬S C ∩ T args
S C . It is a contradiction. �

Lemma 4.6: Let R be an SFP-RFP. If tσ ∈ T cls ∩ T¬S C ∩
T args

S C then root(t) ∈ DR.

Proof.: Assume that root(t) � DR. Let σn → σ0 be the
canonical form of σ. From (SC3), there are uσ1

1 , . . . , u
σn
n

such that ∀i.S C(ui) and ¬S C(t un). Then the termination of
t un follows from root(t) � DR, t un ∈ T args

S C and (SC1).
From (SC5) there exists t1 ∈ T cls such that t un −→R t1

with ¬S C(t1), because t un ∈ T cls
nfun ∩ T¬S C ∩ T args

S C . From

root(t un) � DR and (SC4), we have t1 ∈ T cls
nfun∩T¬S C∩T args

S C

and root(t1) � DR. In a similar way, there is a t2 ∈
T cls

nfun ∩T¬S C ∩T args
S C such that t1 −→R t2 and root(t2) � DR. By

applying this procedure repeatedly, we construct an infinite
sequence t un −→R t1 −→R t2 −→R · · ·, which leads to a contradic-
tion with the termination of t un. �

Lemma 4.7: Let R be an SFP-RFP. If t ∈ TS N ∩ T cls
nfun ∩

T¬S C ∩T args
S C then there exist l→ r ∈ Act(R) and θ′ such that

t� ∗−→
R

l�θ′, lθ′ ∈ T cls
nfun ∩ T¬S C ∩ T args

S C , and rθ′ ∈ T¬S C.

Proof.: We proceed by induction on t ordered by −→
R

. From
t ∈ T args

S C and (SC5), there exist t′ ∈ T¬S C such that t −→
R

t′. In
the case where a root redex is rewritten in t −→

R
t′, there exist

l → r ∈ Act(R) and θ′ such that t ≡ lθ′ −→
R

rθ′ ≡ t′. Then
the desired property holds. In other cases, since t′ ∈ T args

S C

follows from (SC4), the desired property follows from the
induction hypothesis. �

Lemma 4.8: Let R be an SFP-RFP. For any t ∈ T cls
nfun ∩

T¬S C ∩ T args
S C , there exist u� → v� ∈ Act(S DP(R)) and term

substitution θ such that t� ∗−→
R

u�θ and uθ, vθ ∈ T cls
nfun ∩ T¬S C ∩

T args
S C .

Proof.: Let tσ
′ ∈ T cls

nfun ∩ T¬S C ∩ T args
S C . Then t ∈ T args

S N

follows from t ∈ T args
S C and (SC1).

• Consider the case of t � TS N . Since t ∈ T args
S N , there

exist closed rewrite rule l → r ∈ Act(R) and closed
term substitution θ′ such that t� ∗−→

R
l�θ′ and lθ′, rθ′ ∈

T¬S N . From (SC1) and (SC4), we have lθ′ ∈ T cls
nfun ∩

T¬S C ∩ T args
S C and rθ′ ∈ T¬S C.
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Fig. 1 The static dependency graph of Rsigma.

• Consider the case of t ∈ TS N . From Lemma 4.7, there
exist closed rewrite rule l → r ∈ Act(R) and closed
term substitution θ′ such that t� ∗−→

R
l�θ′, lθ′ ∈ T cls

nfun ∩
T¬S C ∩ T args

S C , and rθ′ ∈ T¬S C.

In both cases above, we have lθ′ ∈ T cls
nfun ∩ T¬S C ∩ T args

S C

and {v′′ ∈ Sub(r) | v′′θ′ ∈ T¬S C} � ∅ because r ∈ Sub(r)
and ¬SC(rθ′). Let v′ : σ be a minimal size term in {v′′ ∈
Sub(r) | v′′θ′ ∈ T¬S C} and σm → σ0 be the canonical form
of σ. From (SC3), there exist strongly computable closed
terms vσm

m such that v′θ′ vm ∈ T¬S C. From the minimality of
v′, we have v′θ′ ∈ T args

S C . Hence we have v′θ′ vm ∈ T cls
nfun ∩

T¬S C ∩ T args
S C . From Lemma 4.6, v′ has the form of a rn with

a ∈ DR.
Now take v by a rn zm, where each zσi

i is a fresh variable,
and θ(x) is defined by vi if x = zi (i = 1, . . . ,m); otherwise
by θ′(x). Then we have lθ ≡ lθ′ and vθ ≡ v′θ′ vm. Hence we
have t� ∗−→

R
l�θ and lθ, vθ ∈ T cls

nfun ∩ T¬S C ∩ T args
S C . It suffices to

show that l� → v� ∈ Act(S DP(R)).
Since l → r ∈ Act(R), there exist f lq → r′ ∈ R and ξ

such that l ≡ f lqξ yk and r ≡ r′ξ yk where each yi is a fresh
variable.

Consider the case of v′ ≡ r. Then r′ has the form of
a r′n−k such that ri ≡ r′iξ for any i = 1, . . . , n−k, and rk+i ≡ yi

for any i = n− k+1, . . . , k. Assume a r′p ∈ Safe(l′) for some
p (≤ n − k). From (S3), we have a rp ∈ Safe(l). From (S1),
(S2) and lθ ∈ T args

S C , we have SC(a rpθ). From (SC2), we
have SC(vθ), which leads to a contradiction. Hence l� → v�
is an actual outer static dependency pair.

Consider the case of v′ ≡ yi for some i ≤ k. Since v′

has the form of a rn, this is not the case.
Consider the case of v′ ∈ Sub(r′ξ) \ {r′ξ}. Then there

exists a r′n ∈ Sub(r′) such that v′ ≡ a rn ≡ a r′nξ. As-
sume a r′p ∈ Safe(l′) for some p (≤ n). From (S3), we have
a rp ∈ Safe(l). From (S1), (S2) and lθ ∈ T args

S C , we have
SC(a rpθ). From (SC2), we have SC(vθ), which leads to a
contradiction. Hence l� → v� is an actual inner static depen-
dency pair. �

We give the fundamental theorem of the static depen-
dency pair method.

Theorem 4.9: Let R be an SFP-RFP. If there exists no in-
finite static dependency chain then R is terminating.

Proof.: Assume that R is not terminating. From Lemma
4.5, there exists t ∈ T cls

nfun∩T¬S C∩T args
S C . By applying Lemma

4.8 repeatedly, we have an infinite static dependency chain,
which leads to a contradiction. �

We now introduce the notions of static dependency
graph, static recursion component and non-loopingness. As
usual, the termination of SFP-RFPs can be proved by prov-
ing the non-loopingness of each static recursion component.
These proofs are similar to other dependency pair methods.

Definition 4.10: Let R be an SFP-RFP. The static depen-
dency graph of R is a directed graph, in which nodes are
S DP(R) and there exists an arc from u� → v� to u′� → v′� if
u� → v�, u′� → v′� is a static dependency chain.

Example 4.11: The static dependency graph of the SFP-
RFP Rsigma (cf. Example 4.2) is displayed in Fig. 1.

Definition 4.12: Let R be an SFP-RFP. A static recursion
component in R is a set of nodes in a strongly connected sub-
graph of the static dependency graph of R. Using S RC(R)
we denote the set of static recursion components in R.

Example 4.13: The static dependency graph of Rsigma (cf.
Example 4.11) has three strongly connected subgraphs.
Thus, the set S RC(Rsigma) consists of the following three
components:

{add� (succ x, y)→ add� (x, y)},
{map� f (cons (x, xs))→ map� f xs},
{foldl� f e (cons (x, xs))→ foldl� f ( f (e, x)) xs}

Definition 4.14: Let R be an SFP-RFP. A static recursion
component C ∈ S RC(R) is said to be non-looping if there
exists no infinite static dependency chain in which only pairs
in C occur and every u� → v� ∈ C occurs infinitely many
times.

From Theorem 4.9, we obtain the following corollary.

Corollary 4.15: Let R be an SFP-RFP. If all static recur-
sion components are non-looping then R is terminating.

5. Proving Non-loopingness

When proving termination by dependency pair methods,
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non-loopingness should be shown for each recursion com-
ponent (cf. Corollary 4.15). To prove the non-loopingness
of components, the notions of subterm criterion and reduc-
tion pair have been proposed. The subterm criterion was
introduced on TRSs [9], and slightly improved by extending
the subterms permitted by the criterion on STRSs [16], and
extended on HRSs [18]. Reduction pairs [15] are an abstrac-
tion of the notion of the weak-reduction orders [1]. In this
section, we extend the notions to RFPs.

Definition 5.1: A pair (�, >) of relations on terms is a re-
duction pair if � and > satisfy the following properties:

• > is well-founded and closed under term substitutions,
• � is closed under contexts, type substitutions and term

substitutions,
• and � · > ⊆ > or > · � ⊆ >.

In particular, � is said to be a weak reduction order if (�,�
\ �) is a reduction pair.

Definition 5.2: Let R be an RFP and C be a set of static de-
pendency pairs. We say that C satisfies the subterm criterion
if there exists a function π fromDR to non-empty sequences
of positive integers such that:

(i) u|π(root(u)) �sub v|π(root(v)) for some u� → v� ∈ C, and
(ii) the following conditions hold for any u� → v� ∈ C:

• u|π(root(u)) �sub v|π(root(v)),
• (u)p � V for all p ≺ π(root(u)), and
• q � ε⇒ (v)q ∈ CR for all q ≺ π(root(v)).

Theorem 5.3: Let R be an SFP-RFP. Then, C ∈ S RC(R)
is non-looping if C satisfies one of the following properties:

• There is a reduction pair (�, >) such that R ⊆ �,
Act(C) ⊆ � ∪ >, and Act(u� → v�) ⊆ > for some
u� → v� ∈ C.
• C satisfies the subterm criterion.

Proof.: Assume that there exists an infinite static depen-
dency chain u�0 → v

�
0, u
�
1 → v

�
1, u
�
2 → v

�
2, · · · in which

only pairs in C occur and every u� → v� ∈ C occurs in-
finitely many times. From the definition of the static de-
pendency chain, there are s�1 → t�1 ∈ Act(u�1 → v

�
1),

s�2 → t�2 ∈ Act(u�2 → v
�
2), . . ., and term substitutions θ1, θ2, . . .

such that for any i, t�i θi
∗−→
R

s�i+1θi+1, siθi, tiθi ∈ T args
S C , and

siθi, tiθi � TS C.

• Suppose that there is a reduction pair (�, >) such that
R ⊆ �, Act(C) ⊆ � ∪ >, and Act(u� → v�) ⊆ > for
some u� → v� ∈ C. Since � is closed under contexts,
type substitutions and term substitutions, ∗−→

R
⊆ � fol-

lows from R ⊆ �. Since > is closed term substitutions,
s�i θi(� ∪ >)t�i θi for any i follows from Act(C) ⊆ � ∪ >.

Hence we have s�0θ0(�∪>)t�0θ0 � s�1θ1(�∪>)t�1θ1 � · · ·.
From Act(u� → v�) ⊆ > for some u� → v� ∈ C, this
sequence contains infinitely many >. This is a contra-
diction with the well-foundedness of > and � · > ⊆ >
or > · � ⊆ >.

• Suppose that C satisfies the subterm criterion. We note
that u|p �sub v|p (resp. u|p �sub v|p) guarantees s|p �sub t|p
(resp. s|p�sub t|p) for any static dependency pair u� → v�
and s� → t� ∈ Act(u� → v�).
We denote π(root(ui)) by pi for each i. Since t�i θi

∗−→
R

s�i+1θi+1, we have root(ti) = root(si+1). From the last
two conditions in (ii) of the subterm criterion, we have
tiθi|pi+1

∗−→
R

si+1θi+1|pi+1 for each i. Hence, from the
first condition in (ii) of the subterm criterion, we have
s0θ0|p0 �sub t0θ0|p1

∗−→
R

s1θ1|p1 �sub t1θ1|p2

∗−→
R

s2θ2|p2 �sub

t2θ1|p3

∗−→
R
· · ·. From the condition (i) of the subterm

criterion, this sequence contains infinitely many �sub.
Since �sub is well-founded and �sub · −→R ⊆ −→R · �sub,
there exists an infinite rewriting relation starting from
s0θ0|p0 , that is, s0θ0|p0 is not terminating. Since p0 is
non-empty, we have s0θ0 � T args

S N . From the definition
of the static dependency chain, we have s0θ0 ∈ T args

S C .
From (SC1), we have s0θ0 ∈ T args

S N , which leads to a
contradiction. �

Example 5.4: Let π(add)=1.1, π(map)=2, and π(foldl)=
3. Then, every static recursion component C (cf. Example
4.13) satisfies the subterm criterion in the underlined posi-
tions below.

{add� (succ x, y)→ add� (x, y)},
{map� f (cons (x, xs))→ map� f xs},
{foldl� f e (cons (x, xs))→ foldl� f ( f (e, x)) xs}

Hence, from Theorem 5.3 these static recursion components
are non-looping. Therefore the termination of Rsigma fol-
lows from Corollary 4.15.

In the Introduction, we said that the polymorphic-typed
combinatory logic is an example that shows the strong effi-
cacy of the static dependency pair method. Finally together
with other well-known combinators [13], we give an elegant
termination proof by the static dependency pair method.

Example 5.5: Let R be the following RFP:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(S f α→β→γ gα→β xα)γ → f x (g x)
(K xα yβ)α → x

(I xα)α → x
(B xα→β yγ→α zγ)β → x (y z)

(B′ xα→β yβ→γ zα)γ → y (x z)
(C xα→β→γ yβ zα)γ → x z y

(J xα→β→β yα zβ wα)β → x y (x w z)
(W xα→α→β yα)β → x y y

Since any variable occurs in an argument position on the
left-hand sides, R is trivially safe function-passing. Since
S DP(R) = ∅ and hence S RC(R) = ∅, the termination of R
follows from Corollary 4.15.

6. Concluding Remarks

In this paper, we present the static dependency pair method,
which proves the termination of SFP-RFPs.
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To prove termination effectively, the argument filtering
method and the notion of usable rules are indispensable. The
argument filtering method generates reduction pairs from re-
duction orders. The method was introduced for TRSs [1],
and extended to STRSs [14], [17], and to HRSs [22]. In fu-
ture research we will extend the method to RFPs. The notion
of usable rules optimize a constraint generated by the depen-
dency pair method. This analysis was first conducted for
TRSs [6], [9], and has been extended to STRSs [17], [21],
and to HRSs [22]. In the future we will extend the notion
on RFPs.

To generate reduction pairs by the argument filtering
method, it is also indispensable to construct reduction or-
ders. Recently, an effective and practicable reduction or-
der, namely higher-order recursive path orderings, was in-
troduced [3], [4], [11]. We will import the orderings to RFPs
in the future.

Since the static dependency pair method cannot apply
to every RFP, it is important to expand its applicable class.
To design the notion “General Scheme” for proving termina-
tion, Blanqui, Jouannaud, and Okada introduced the notion
of accessibility [2]. Several extensions of the accessibility
was introduced [3], [4]. We think that the accessibility has
the similar motivation as our safety function. Hence, by im-
porting the notion to our static dependency pair method, we
can expect to expand the applicable class. This will also be
future work. We note that the abstract framework for the
strong computability and the safety function in Sect. 3 has
the purpose of this future work.

Developing a termination prover for RFPs based on our
results will also be future work.
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