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LETTER

A Novel Search Approach for Blur Kernel Estimation of Defocused
Image Restoration

Sangwoo AHN†, Nonmember and Jongwha CHONG††a), Member

SUMMARY In this letter, we propose a novel search approach to blur
kernel estimation for defocused image restoration. An adaptive binary
search on consensus is the main contribution of our research. It is based on
binary search and random sample consensus set (RANSAC). Moreover an
evaluating function which uses a histogram of gradient distribution is pro-
posed for assessing restored images. Simulations on an image benchmark
dataset shows that the proposed algorithm can estimate, on average, the
blur kernels 15.14% more accurately than other defocused image restora-
tion algorithms.
key words: defocused image, out-of-focus, blind image deconvolution,
RANSAC, gradient distribution

1. Introduction

Defocused blurring is the most well-known degrading func-
tion that occurs frequently in images. In a camera system,
focusing has an important role, because defocusing the lens
causes the captured image to lose its sharpness and other
features. Much research on defocused image restoration has
been conducted in the past few years [1]–[4].

The core algorithm of defocused image restoration is
the blur kernel estimation. Selecting a useful and relevant
search algorithm is important to improve blur kernel esti-
mation performance. Recent research has proposed search
algorithms such as particle swarm optimization (PSO) and
genetic algorithm (GA) to cope with blur kernel estima-
tion [3], [4]. Both of these algorithms belong to a priori blur
identification method because the parameters of blur model
can be estimated by the evolutionary learning. Each particle
of these methods represents a probable PSF and is updated
according to the evaluating functions which are the wavelet
and optical transfer functions (OTF), for the PSO and GA,
respectively. These methods generate reliable estimation re-
sults for blur kernel estimation but are not without problems
of their own. Local optima, terminating criterion and de-
cision problems are well-known weaknesses of these meth-
ods. There still remains some room for improvement in the
computational cost of a search algorithm and accuracy of its
evaluating function. That is to say, search algorithms with
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reduced complexity but preserved accuracy and improved
evaluating functions have long been considered important
research topics. The aim of our research is to develop effi-
cient methods for addressing the above issue.

In this letter, a novel search algorithm for blur estima-
tion is proposed and a histogram of gradient (HOG) method
is applied for more accurate assessment of restored images
than the current state-of-the-art allows.

2. Defocused Image Model

To solve a defocused image restoration problem, mathemat-
ical models are required for the natural processes of image
generation and formation. The blurring process is most of-
ten modeled as follows.

o(i, j) = f (i, j) ⊗ h(i, j) + n(i, j) (1)

where i and j are the coordinates of the images, o is ob-
served image, f is the original image, h is the blur kernel
and n is additive white Gaussian noise. In Eq. (1), the blur
kernel must be estimated to restore the original image. The
blur kernel which is called variously the impulse response
function, the blur function or the point spread function can
be caused by motion blur, defocus and atmospheric turbu-
lence.

The blur kernel estimation of defocused images is the
target of the proposed algorithm. The defocused blur caused
by a system with a circular aperture can be modeled as uni-
form disk [5], [6] like follows.

h(i, j) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1
πR2
, i f
√

i2 + j2 ≤ R

0, i f
√

i2 + j2 > R

(2)

where i and j are the image coordinates, h is the defocused
kernel and R is the blur radius. This defocused kernel model
is simple but it is known to be effective. In Eq. (2), the de-
focused kernel is determined by finding R. Therefore, the
searching for an accurate R of a defocused image is the pur-
pose of our research.

3. Proposed Algorithm

As shown in Fig. 1, the proposed algorithm consists of three
parts: PSF estimation, image restoration and image assess-
ment. In the first step, PSF estimation, we estimate a prob-
able PSF with an adaptive binary search on the consensus
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Fig. 1 Block diagram of the proposed algorithm.

Fig. 2 Example of searching radius.

set. In the second step, a given image is restored with an
estimated PSF. In the third step, a restored image from the
previous step is assessed by a HOGbased evaluating func-
tion. This iteration scheme is terminated when the assess-
ment result is above the threshold set by experiments.

3.1 Adaptive Binary Search on Consensus Set

Assuming that the evaluating scores of each candidate ra-
dius discussed in the next section can be estimated exactly,
then the searching radius is a simple problem that finds its
maximum value as shown in Fig. 2. However, the number of
candidate radii is too numerous to calculate point by point;
searching for the target radius by this method requires high
cost and a long period of time. Therefore, an adaptive binary
search on the consensus set is proposed, which will make the
computation cost low and yet still maintain accuracy.

The proposed adaptive binary search on the consen-
sus set is based on two effective algorithms. One is a bi-
nary search and the other is a random sample consensus
(RANSAC). The procedure of the algorithm is described in
Fig. 3. The proposed search algorithm starts with a twostep
sampling of equal intervals. The initial subset is called the
consensus set for a probable PSF and is determined with
the twostep equal sampling interval method in line 1-10.
The original binary search is a simple guessing algorithm
in which one is given an ordered list and finds the specific
value [7]. However, in the proposed algorithm, an adaptive
binary search is applied to select subsets with a high possi-
bility of containing the target value, as in lines 11-15.

The original RANSAC algorithm is repeatedly exe-
cuted as follows [8]. First, subsets of the input data are ran-
domly selected and model parameters fitting these subsets
are computed. Then, the quality of the parameters is evalu-
ated on the input data. The process is terminated when the
probability of finding a better model becomes lower than a
userdefined threshold. Two characteristics of RANSAC are
applied to the binary search algorithm. One is the subset

Fig. 3 Algorithm of adaptive binary search on consensus set.

based search described in line 1-10; the other is the adjust-
ment of the set size based on evaluating scores described in
lines 11-16. The adaptive binary search on consensus set is
terminated when the number of items in the consensus set is
one, as in lines 17-24.

The adaptive binary search is thus advantageous be-
cause the number of iterations for a search is reduced by
using the consensus set instead of the entire candidate set
and the problem with local optima is avoided by adjusting
the set size of the method.

3.2 Histogram of Gradient Distribution

We are able to restore defocused images by numerous iter-
ations when the evaluating function is accurate. Because it
is the evaluating function that determines whether a restored
image is focused or not. In other words, the accuracy of the
evaluating function has a significant influence on the accu-
racy of the proposed algorithm.

The characteristics of HOG are used to evaluate the de-
gree of blur of a single image. Recent research shows that a
HOG can represent the degree of blur; one of the basic char-
acteristics of a HOG is that clear images tend to have large
gradient values while blurred images have small ones. This
is because each point of a blurred image is spread to the
neighboring points by blurring and this spreading is what
makes the gradient small. Calculating a histogram for an
image is often very time consuming; nevertheless, ensuring
the accuracy of the evaluating function is important enough
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to warrant its use. The HOG used for evaluating is written
as follows.

H = log(
∑

(Gx[g] +Gy[g]))
Gx = I ⊗ sx,Gy = I ⊗ sy

(3)

where H is the HOG, I is the input image, g is the gradient
value, Gx and Gy are the x- the y-direction gradient image,
respectively, and sx and sy are the x and y direction filter
kernels set to [1,-1] and [1,-1]T, respectively. The range of∑

is from −255 to 255.
The notation of the HOG is described by Fig. 4. It

shows a focused image, a defocused image and the his-
togram of their gradient magnitudes. The distribution shows
that HOG can distinguish between the focused and defo-
cused images. However, there is the issue of how to mea-
sure the width of these histograms. Other researchers use
heavy-tailed distributions to approximate parameters but we
simply have to estimate the width of the histogram distri-
bution. Therefore, in the proposed algorithm, the width is
driven by two points with the same y-value a simple method
that repeatedly draws a line parallel to the x-axis and checks
which points are matched. This can be described by Eq. (4)

Q = min
w
{w|H(w) − H(−w) = 0} (4)

where H is the HOG which is calculated by Eq. (3) and w
which is used for measuring width.

3.3 Image Reconstruction

Defocused images are modeled by convolution of the orig-
inal image and blur kernel. Then, defocused images are re-
stored by the deconvolution algorithm. The most famous de-
convolution algorithm, the Wiener filter is used in the restor-
ing algorithm in this paper. The wiener filter equation in the
frequency domain is as follows.

Fig. 4 Comparing HOG between focused and defocused images.

F̂(u, v) =

[
1

H(u, v)
|H(u, v)|2
|H(u, v)|2 + K

]
O(u, v) (5)

where F̂ is the restored image, H is the blur kernel, O is
observed image and K is a constant value to adjust noise
effect.

4. Simulation

Simulations are performed on the Cameraman, Lena and
Tampere Image Database 2008 (TID 2008) [9]. The images
all have the same resolution of 512× 512 pixels.

In order to evaluate the accuracy of the proposed algo-
rithm, two simulations were performed. The first was a sim-
ulation for subjective evaluation of the image, comparing
the resulting images against those of [2] and [4]. The sec-
ond was a simulation for objective evaluation and compared
the estimated R against those of [3], [4] and [10], which all
use the same mathematical method to model the defocused
images. The parameters of [4] were: population number =
30 and iterative number = 20. The parameters of [3] were:
particle number = 30, c1 = 1.193, c2 = 1.193, w = 0.79
and maxG = 20 given in each paper. Simulation of [2] was
performed with the software released on their website.

Figure 5 shows that the proposed algorithm can restore
a defocused image to a greater sharpness than other algo-
rithms. Figure 5 (b), which was restored with the proposed
algorithm, has sharp edge lines but some color distortion
Future work remains in solving the color distortion problem
by studying the restoration filter. Figure 5 (c) still retains
some blur and noise because of low accuracy estimation of
R. Figure 5 (d) looks sharp, but shows some artifacts near
the lines.

A second simulation is performed on algorithms that

Fig. 5 Comparing result images.
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Table 1 Estimated R of cameraman.

Table 2 Estimated R of Lena.

Fig. 6 Simulation results performed on Birds image of [9]. This shows
that the restored image has wider width on the HOG.

use the same mathematical model of the defocused images.
The accuracy of each algorithm can be evaluated by its ra-
dius values. Table 1 and Table 2 show that the proposed
algorithm is more accurate than the others because that the
evaluating function in the proposed algorithm is more accu-
rate than those in the other algorithms.

Figure 6 show pairs of defocused images and restored
images to illustrate the utility of the proposed algorithm fur-
ther. Figure 6 shows that the proposed algorithm can be used
for significantly defocused images.

5. Conclusion

In this paper, we propose two algorithms for the restoration

of defocused images. One algorithm is an adaptive binary
search on the consensus set and the other is an evaluating
function that uses the HOG. The proposed algorithm has
greater accuracy than the other algorithms. Adaptive bi-
nary search helps the proposed algorithm avoid the local-
maximum problem and also increases the accuracy of the
proposed algorithm.
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