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PAPER

High-Throughput Partially Parallel Inter-Chip Link Architecture
for Asynchronous Multi-Chip NoCs

Naoya ONIZAWA†a), Akira MOCHIZUKI††b), Members, Hirokatsu SHIRAHAMA††c), Nonmember,
Masashi IMAI†††d), Tomohiro YONEDA††††e), and Takahiro HANYU††f), Members

SUMMARY This paper introduces a partially parallel inter-chip link
architecture for asynchronous multi-chip Network-on-Chips (NoCs). The
multi-chip NoCs that operate as a large NoC have been recently proposed
for very large systems, such as automotive applications. Inter-chip links are
key elements to realize high-performance multi-chip NoCs using a limited
number of I/Os. The proposed asynchronous link based on level-encoded
dual-rail (LEDR) encoding transmits several bits in parallel that are re-
ceived by detecting the phase information of the LEDR signals at each se-
rial link. It employs a burst-mode data transmission that eliminates a per-bit
handshake for a high-speed operation, but the elimination may cause data-
transmission errors due to cross-talk and power-supply noises. For trig-
gering data retransmission, errors are detected from the embedded phase
information; error-detection codes are not used. The throughput is theo-
retically modelled and is optimized by considering the bit-error rate (BER)
of the link. Using delay parameters estimated for a 0.13 μm CMOS tech-
nology, the throughput of 8.82 Gbps is achieved by using 10 I/Os, which
is 90.5% higher than that of a link using 9 I/Os without an error-detection
method operating under negligible low BER (< 10−20).
key words: Asynchronous circuits, Network-on-Chip (NoC), burst-mode
data transmission, level-encoded dual-rail (LEDR) encoding, error detec-
tion, data retransmission

1. Introduction

The Network-on-Chip (NoC)-based design paradigm of-
fers scalable on-chip global communication for multi-
processor System-on-Chips (SoCs) [1]. NoC based on
Globally Asynchronous Locally Synchronous (GALS) or
fully-asynchronous systems fully utilizes the benefits of
asynchronous circuits, such as low power consumption
and communication robustness [2], [3]. For highly parallel
computations using many processors such as neural sim-
ulators and automotive applications, asynchronous multi-
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chip NoCs have been proposed [4]–[6]. To realize high-
performance asynchronous multi-chip NoCs, high-speed
inter-chip communication links are required even though the
number of chip I/Os is limited.

Some synchronous inter-chip link proposals achieve
more than 10 Gbps/link [7], [8]. The throughput is high,
but requires synchronizers between the synchronous links
and asynchronous computation blocks in the asynchronous
multi-chip NoCs. The synchronizer is complex as the asyn-
chronous communication speed depends on routing paths
of the NoCs, which causes incurring additional delay and
power dissipation.

Instead, asynchronous inter-chip links efficiently com-
municate with asynchronous computation blocks without
synchronizers [9]–[13]. In [9], the asynchronous serial
link based on a per-bit handshake achieves 315 Mbps us-
ing 5 I/Os. In [13], the asynchronous burst-mode serial
link reaches to 3 Gbps using 4 I/Os by eliminating the
per-bit handshake, which may cause data-transmission er-
rors. However, the throughput is still lower than that of
the on-chip links [2], [3] and it is getting lower if a data-
retransmission overhead is considered.

In this paper, we introduce a high-throughput asyn-
chronous inter-chip link architecture based on a partially
parallel burst-mode data transmission scheme. In the pro-
posed link, a chunk of bits that is called a “word” are con-
tinuously transmitted in parallel without the per-bit hand-
shake. Instead of that, a per-word handshake is exploited in
order to reduce the delay overhead of the per-bit one. There
might exist wrongly transmitted bits due to dynamic delay
variations, such as power-supply and crosstalk noises. To
prevent data transmission errors, an error-detection scheme
based on level-encoded dual-rail (LEDR) encoding [14] and
a data-retransmission scheme are also introduced. The
error-detection method is realized by exploiting the phase
information of the LEDR signals instead of using error-
detection codes that need extra I/Os. The throughput of the
proposed link is theoretically modelled with considering a
bit-error rate (BER) of the link. Based on the model, several
parameters (e.g. the number of parallel links) are optimized
for high-throughput asynchronous inter-chip links.

The rest of this paper is organized as follows. Section 2
reviews the asynchronous multi-chip NoCs and summarizes
the related work. Section 3 describes the proposed link ar-
chitecture. Section 4 introduces the error-detection and the
data-retransmission schemes based on the LEDR encoding.

Copyright c© 2014 The Institute of Electronics, Information and Communication Engineers
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Section 5 models the throughput with considering the BER
of the link and evaluates the throughput based on the model
in a 0.13μm CMOS technology. Section 6 concludes this
paper.

2. Background and Motivation

2.1 Asynchronous Multi-Chip NoCs

Figure 1 depicts an architecture of asynchronous multi-chip
NoCs [4]–[6]. The asynchronous multi-chip NoCs include
several asynchronous NoCs [1]–[3] that communicate us-
ing inter-chip data-transmission links. They operate as a
large NoC that contains several tens of processing cores and
more in a chip. Each NoC includes processing cores with
asynchronous on-chip network, which consists of switching
routers and on-chip data-transmission links [15], [16] de-
signed using asynchronous circuits. Each processing core
transmits/receives packets, which basically include header,
body, and tail flits [2], [3]. The router decides a packet route
by processing the header flit and keeps it until the tail flit is
processed. During processing a packet in the router, other
packets cannot use the same route basically and waits un-
til the route is released. In the NoCs, the data-transmission
throughput and the latency can be varied depending on the
route and a packet congestion.

2.2 Related Work

To realize high-performance multi-chip NoCs, high-speed
on-chip and inter-chip data-transmission links are required.
Especially, the inter-chip links tend to be lower throughput
than the on-chip links due to a limited number of I/Os of a
chip. Several asynchronous inter-chip communication links
have been proposed [9]–[13]. In [9]–[11], the communica-
tion links are designed based on a quasi delay-insensitive
(QDI) logic style [17]. They avoid any timing constraints
except for one assumption that wires at a fan-out point must
have roughly equal delay. 1-bit data transmission is per-
formed based on a handshake protocol that uses request and
acknowledge information. This is called a “per-bit hand-
shake”. In addition, spacer information has to be inserted
into two consecutive data in a traditional four-phase proto-
col [17]. Hence, 1-bit data transmission takes four steps,

Fig. 1 Asynchronous multi-chip Network-on-Chips (NoCs) that operate
as a large NoC in a chip.

which result in low throughput.
In [12], [13], high-speed serial links have been reported

based on a burst-mode data transmission scheme [18]–[20].
In the burst-mode data-transmission method, a word that
contains several tens of bits is transmitted without the per-
bit handshake unlike the communication links based on the
QDI logic style. Once the receiver completes to receive the
word, it transmits word-level acknowledge information to
the transmitter. This is called “a per-word handshake”. It
greatly reduces the number of communication steps, while
it is more sensitive to timing variations than the QDI-based
links.

In [13], it achieves 3 Gbps based on the burst-mode
data transmission method under 0.18 μm CMOS with a data-
retransmission mechanism. However, the throughput is still
smaller than that (5 Gbps) of the asynchronous on-chip com-
munication link based on the four-phase protocol [2] and
that (17 Gbps) based on two-phase protocol that has half
communication steps of the four-phase one [3]. In addition,
the delay overhead of the data-retransmission scheme is not
considered, so that the throughput would be even lower.

2.3 Motivation

To realize high-performance asynchronous multi-chip
NoCs, a high-throughput inter-chip link using a limited
number of I/Os is required. In addition, in the NoC or the
multi-chip NoCs, quality of service (QoS) is also consid-
ered, such as end-to-end data transmission delays and data-
transmission throughputs [21]. Our motivation is to maxi-
mum the throughput given the number of I/Os, while achiev-
ing an negligible low error probability at the link. In this pa-
per, the error indicates an transient error due to dynamic tim-
ing variations, such as power-supply and crosstalk noises.
The low error probability significantly reduces a possibility
of an end-to-end data retransmission beyond chips. In order
to reduce the error probability, a link-level data retransmis-
sion is efficiently realized in the proposed link architecture.

3. Partially Parallel Asynchronous Burst-Mode Data-
Transmission Link

3.1 Link Architecture

Figure 2 depicts the proposed link architecture that consists
of a r-bit partially parallel burst-mode inter-chip commu-
nication with a data-retransmission mechanism. Suppose a
bit width of the on-chip parallel link is n. The n-bit data is
divided into r*k-bit data, which is then transmitted at each
inter-chip serial link, where k=n/r. Suppose n, r and k are
positive integers. The on-chip and inter-chip communica-
tion links are designed based on LEDR encoding shown in
Table 1, where 1-bit data is encoded using a dual-rail sig-
nal. The solid and break lines indicate dual- and single-rail
signals, respectively. The number of I/Os of the link is 2r+2.

The inter-chip data transmission is briefly described us-
ing a signal-flow chart shown in Fig. 3. The detail is de-
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Fig. 2 The proposed r-bit partially parallel burst-mode inter-chip communication link architecture
with a data-retransmission mechanism.

Fig. 3 A signal-flow chart in the proposed link when the phase information of IN is ODD.

Table 1 Level-Encoded Dual-Rail (LEDR) code (x, x′).
Logic value ODD EVEN

“0” (0,1) (0,0)
“1” (1,0) (1,1)

scribed in the next subsections. A parallel LEDR data IN
(n bits) is received in the transmitter (Tx) that attaches to
an asynchronous NoC. The parallel data is encoded to either
ODD or EVEN phase and these two phases are exploited
alternatively. Suppose the phase information of the paral-
lel data is ODD in Fig. 3. The parallel data is divided into
r*k-bit parallel data pini (0 ≤ i < r). Each k-bit parallel

data is converted to its serialized data si in its Parallel to
Serial converter. The phase information of only even num-
ber of the serial data is changed to EVEN when ACK IN is
high shown in the example. When ACK IN is low, the phase
information of only odd number of the serial data is changed
to ODD. Then, the serial data is transmitted using different
phase information (ODD and EVEN), alternatively.

The serial data si is continuously received by detect-
ing the change of its phase information at the receiver (Rx).
The phase information of even number of the serial data is
changed back to ODD and then the serial data is bundled to
make k-bit parallel ODD data pouti in the Serial to Paral-
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(a)

(b)

Fig. 4 Tx controller: (a) block diagram and (b) timing diagram. A par-
allel LEDR data (IN) is alternatively stored in one of two registers (REGs).
ODD parallel data is stored in the bottom REG when ACK IN is negated.

lel converter when ACK OUT is high shown in the example.
When ACK OUT is low, the phase information of odd num-
ber of the serial data is changed back to EVEN. Then, the
r*k-bit parallel data is combined to make n-bit parallel data,
which is transmitted to the NoC attached to the Rx. Once
the Rx completes to receive the n-bit parallel LEDR data,
it changes a word-level acknowledge signal (word ack) to
request the next data transmission to the Tx. If the received
LEDR data has one or more errors, word error is asserted
to request for the data retransmission. The retransmission
mechanism is described in the next section.

3.2 Transmitter

Figure 4 (a) shows a block diagram of the Tx controller. The
operation of the Tx controller is described with a timing di-
agram shown in Fig. 4 (b). An arrival of the parallel LEDR
data IN is detected using an n-bit completion detector (CD)
(see Fig. 11 in [3]). The CD consists of n 2-input XOR
gates, an AND-chain network, an OR-chain network and a
C-element [3]. The C-element is an asynchronous storage
element [22]. The output is high when both of the inputs
are high and low when they are low. It holds the current
state when the inputs are different. Using the C-element in

(a)

(b)

Fig. 5 Rx controller: (a) block diagram and (b) timing diagram.

the CD, the output of the CD (cin) is high when the phase
information of IN is ODD and low when EVEN.
word ack is asserted when the Rx completes to re-

ceive the n-bit data whose phase information is EVEN
and is negated when ODD. When the input controller de-
tects the high of cin and the high of word ack, ACK IN is
negated and then IN (ODD) is stored in the bottom register
(REG). IN (EVEN) is stored in the top REG when cin and
word ack are low. ACK IN is an acknowledge signal of IN
to request the next parallel LEDR data to the asynchronous
NoC.

In the multiplexer, one of two parallel LEDR data is al-
ternatively selected by ACK IN. The selected parallel data is
passed through a data-transmission controller when a pulse
signal (start) is generated by the change of cin. Then,
the parallel data is divided into r*k-bit parallel data (pini)
to the Parallel to Serial converters. Each Parallel to Serial
converter transmits the LEDR data serially. restart and
word error signals are used for the data retransmission de-
scribed in the next section.

3.3 Receiver

Figure 5 (a) depicts a block diagram of the Rx controller.
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The operation of the Rx controller is described with a timing
diagram shown in Fig. 5 (b). The r*k-bit parallel LEDR data
pouti are received in the Serial to Parallel converters. An
arrival of the pouti is detected using the CD. An output of
the CD (di) is asserted when the k-bit ODD data is received
and negated when the EVEN data is received. An output
of the C-element (cout) is changed when all outputs of the
CDs are asserted or negated.

When ACK OUT and cout are asserted, the n-bit ODD
data is stored in the REG by out reg. ACK OUT is an ac-
knowledge signal of OUT from the NoC attached to the Rx.
The n-bit EVEN data is stored in the REG when ACK OUT
and cout are negated. Concurrently, word ack is changed
by the output controller as the acknowledge signal of the re-
ceived n-bit parallel LEDR data. error and reset signals
are used for the data retransmission.

4. Error-Detection and Data-Retransmission Schemes

4.1 Sampling Method

Figure 6 (a) shows models of crosstalk-induced jitters in
synchronous and asynchronous parallel links. In the paral-
lel data transmission, crosstalk occurs by the inductive and
capacitive couplings between the transmission lines [23]–
[25]. Due to the timing jitter of the transmitted parallel data
shown in Fig. 6 (b), a sampling point of the clock at the re-
ceiver tends to be difficult to set compared to the serial link,
which limits the throughput.

Figure 6 (c) shows a sampling method of an asyn-
chronous parallel link under crosstalk environments. Unlike
the synchronous link using a clock signal, the transmitted
signal is preliminarily encoded at each link and it contains
the data and the phase information. At the receiver, a lo-
cal control signal is generated by detecting the phase infor-

Fig. 6 Crosstalk-induced jitters: (a) model, (b) synchronous and (b)
asynchronous parallel links.

mation and then the data is stored using the control signal.
Hence, each serial transmitted signal can be received at dif-
ferent timings at the receiver.

4.2 Errors in Burst-Mode LEDR Data Transmission

The proposed asynchronous link employs the burst-mode
data transmission based on the per-word handshake. Data-
transmission errors might occur when two consecutive sig-
nals are too close to be detected at the receiver mainly
due to dynamic timing variations, such as crosstalk and
supply-voltage noises [26]. Note that a static timing vari-
ation is due to process variations. Several reliable on-
and inter-chip communication links have been proposed in
[11], [27], [28]. These data-transmission links exploit error-
detection codes or error-correcting codes. These codes in-
crease the number of required I/Os of the chip, which de-
creases the data-transmission throughput per I/O. In the pro-
posed scheme, the embedded phase information (ODD and
EVEN) of the LEDR signal is exploited to detect the errors
without additional I/Os instead of using error-detection or
error-correction codes.

Figure 7 depicts an example of the burst-mode data
transmission based on the LEDR encoding. The LEDR en-
coding uses dual-rail signals to transmit 1-bit data shown
in Table 1. The two different encoded signals (ODD and
EVEN) are alternatively used. The transmitter changes one
of the two signals to transmit 1-bit data and then the receiver
detects the change of the signal to receive it. In the example
shown in Fig. 7 (a), 5-bit data is correctly transmitted.

Figure 7 (b) depicts an example of the data-
transmission error. In the burst-mode data transmission, a
subsequent signal may overwrite the precedent signal due to
the dynamic timing variations. In the example, suppose the
timing margin between the 3rd and the 4th signals is very
small. At the receiver, the change of the phase information
cannot be detected. Hence, the 3rd and the 4th signals are
not stored as the receiver receives signals by detecting the
phase change.

4.3 Completion-Detection Based Data-Retransmission
Method

Error-detection and data-retransmission mechanisms using

Fig. 7 Burst-mode LEDR-data transmission: (a) no errors, (b) errors due
to a timing jitter.
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Fig. 8 Timing diagram of the proposed asynchronous inter-chip link with an error.

CDs are introduced. The proposed mechanisms are de-
scribed using an example of a timing diagram of the pro-
posed data-transmission link shown in Fig. 8. At the first
n-bit data transmission, r-bit data is transmitted k times in
parallel from the Tx without errors. Each k-bit data is re-
ceived in the Serial to Parallel converter at the Rx. The
r*k-bit data is processed using r CDs, which asserts cout
depicted in Fig. 5. Then, word ack is changed by the output
controller to request the next data transmission.

The outputs of the CDs are also connected to the er-
ror detector. The error detection is realized using a time
window. The error detector contains a delay element whose
delay time is terr that is set to be large enough to compen-
sate timing variations among serial links due to the dynamic
timing variations. The output (error) is given by:

error =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if tvar > terr

0, else if reset = 1
hold, otherwise

(1)

where tvar is a time period that at least one di is different
from the other ones. In this case, error is not asserted as
tvar is smaller than terr.

At the second n-bit data transmission, there exists an
error in the serial link si. In si, the 3rd data is overwrit-
ten by the 4th data, so that these two data are not received
at the Rx. In this case, the Serial to Parallel converter for
the link s1 stores a (k-2)-bit data whose phase information
is EVEN. As all inputs are not set to the CD for pout1,
d1 is not changed while other outputs are changed. Hence,
cout is stable to be high. As d1 is never changed within

terr, error is asserted. Once the output controller detects
the assertion of error, word error is also asserted and
word ack is changed.

When the assertion of word error is detected in the
input controller at the Tx controller depicted in Fig. 4, a
pulse signal (restart) is generated. Then, the paral-
lel LEDR data (EVEN) is retransmitted using the data-
transmission controller. Suppose there is no error at this
time. In this case, as cout is negated, the received data
is stored in the REG by out reg. Also, reset is asserted
that negates error. Then, both word error and reset are
negated. Concurrently, word ack is changed to request the
next data transmission.

5. Evaluation

5.1 Throughput Model

In the proposed burst-mode data transmission link, errors
occur when two consecutive signals are too close to be dis-
tinguished due to dynamic timing variations. Figure 9 shows
the timing model of the two consecutive signals. Suppose
the power-supply noise causes the dynamic timing variation
that is approximated as a normal distribution [26], where the
standard deviation is σdelay. Serial LEDR data is transmitted
every tsep that is defined by:

tsep = tdis + tmargin, (2)

where tdis is the minimum time difference to distinguish
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Fig. 9 Timing model between two consecutive signals under a power-
supply-noise based dynamic timing variation.

these two signals and tmargin is the delay margin. When the
probability distribution of the delay time crosses thresholds
shown in Fig. 9, there will be errors. Hence, the bit-error
rate (BER) is given by:

BER =
1
2

erfc
( tmargin

2
√

2σdelay

)
. (3)

In the proposed link, as each link transmits serial data k (n/r)
times for the n-bit data transmission, the total delay time is
given by:

ttotal = ktsep + tctr, (4)

where tctr is a summed delay time of controllers, such as the
Tx and the Rx controllers.

During a n-bit data transmission, there are (k-1) times
chances of errors. Hence, the probability of the data trans-
mission with errors is given by the following:

p = 1 − (1 − BER)r(k−1). (5)

When there exist errors at the link, the error detection takes
the time of terr. If a n-bit data is at most m times retransmit-
ted at the error case, the average throughput is given by:

Throughput = n(1 − p)
m+1∑

s=1

ps−1 1
sttotal + (s − 1)terr

. (6)

5.2 Throughput Estimation

To estimate the throughput, several delay information is es-
timated in a 0.13μm CMOS technology. Suppose the data
transmission is performed using current-mode circuits [29]
and a length of the link is set to be 10 mm. σdelay is esti-
mated under a power-supply noise, where VDD is set to 1.2V.
The power-supply noise is modelled as a normal distribution
where the 3-sigma standard deviation (3σvdd) is set to 0.05V
to 0.2V. The parameters are summarized in Table 2.

First, a single n-bit data transmission in the burst-mode
link is evaluated. Figure 10 shows BERs vs. tsep. tsep can be
adjusted to decide a desirable BER. Once tsep is chosen, ttotal

Table 2 Estimated parameters in a 0.13μm CMOS.

tdis 136 ps
tctr 1724 ps
terr 500 ps

σdelay (when 3σvdd=0.1 V) 17.6 ps

Fig. 10 BER vs. tsep.

(a)

(b)

Fig. 11 Performance of a single n-bit data transmission: (a) ttotal vs.
BER, and (b) (1 − p) vs. tsep.

and (1 − p) are determined given n and r shown in Fig. 11,
where n is 96 and r is 4.

Then, the maximum number of data retransmissions
(m) is considered. Figure 12 shows the effect of m in per-
formance, where n is 96 and r is 4 and 3σvdd is 0.1 V. The
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(a)

(b)

Fig. 12 Effect of the maximum number of data retransmissions (m): (a)
throughput and (b) error probability of the n-bit data transmission (pm+1).

input bandwidth is a data rate that the Tx provides. At the
small tsep, the throughput is significantly lower than the in-
put bandwidth due to high p. A single data retransmission
(m=1) is enough to optimize the throughput. In addition, a
large m has no throughput degradation, while it decreases an
error probability of the n-bit data transmission (pm+1) at the
same tsep. In terms of throughput, the optimal tsep is 347 ps
and the throughput is 9.07 Gbps, while pm+1 is 5.55 × 10−11

when m is 10. When tsep is set to 382 ps, the throughput
is just 2.8% lower and pm+1 is significantly lower, such as
3.84 × 10−19 compared to that at the optimal point.

Figure 13 shows the throughput vs. tsep depending on r
and n, where 3σvdd is 0.1 V and m is 10. There is an opti-
mal tsep to maximize the throughput. Until the optimal point
from smaller tsep, the throughput is increased by decreasing
p. From the optimal point to larger tsep, the throughput is de-
creased by increasing tsep. A large n increases the through-
put as the data-transmission control delay (tctr) is relatively
smaller than ttotal. However, the throughput increase tends
to be saturated around at n=100. If bit widths of on-chip
links are small (e.g. n=32) in an application, buffering sev-
eral parallel data at the Tx will be effective to increase the
throughput.

Table 3 shows the estimated performance comparisons,
where n is 96 and r is 4 and 3σvdd is 0.1 V. For perfor-
mance comparisons, a data-transmission link without the
error-detection method is considered. The link can be de-

(a)

(b)

Fig. 13 Throughput vs. tsep depending on n: (a) r=4, and (b) r=6.

signed based on a bundled-data logic style [17] or the en-
coding style. In the bundle-data logic style, data and a con-
trol signal are separately transmitted and the number of I/Os
is r+1. However, the control signal must be received after
receiving the data. Especially, in long links, deciding the de-
lay value of the control-signal transmission is quite difficult
and hence the encoding style tends to be used for the long
data transmission [9], [13], [30], [31].

The data transmission without the error-detection
method is designed based on the LEDR encoding used in
the proposed link. The number of I/Os is 9 (2r+1) because
the signal of word error is not required. For the data trans-
mission link without the error-detection method (m=0) op-
erating at negligible low BER (< 10−20) [8], tsep is set to 797
ps to achieve the BER of 2.73 × 10−21 and the error proba-
bility of 2.51 × 10−19 (pm+1).

In the proposed link, m is set to 10 to achieve the
similar error probability and the estimated throughput is
8.82 Gbps. These two links use different number of I/Os
and hence we define efficiency that is throughput over the
number of I/Os for the performance comparison. The pro-
posed link achieves a 71.6% higher efficiency than the data-
transmission link without the error-detection method. The
area overhead of the proposed link is due to the error de-
tection and the data retransmission. The extra hardware is
the error detector in the Rx controller and a few additional
gates in the Tx controller to manage signals of word error
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Table 3 Performance comparisons (n=96, r=4, 3σvdd=0.1 V).

Throughput BER Error probability of Data # of I/Os Efficiency
[Gbps] n-bit data retransmission

transmission (pm+1) [Gbps/(I/Os)]
w/o error detection (m=0) 4.63 2.73 × 10−21 2.51 × 10−19 No 9 (2r+1) 0.514

Proposed (m=10) 8.82 2.33 × 10−4 3.84 × 10−19 Yes 10 (2r+2) 0.882

Table 4 Performance comparisons with related works under a 0.13 μm
CMOS.

[9] [13] Proposed

Handshake Per-bit Per-word Per-word
Normalized 0.436 4.15† 8.82

throughput [Gbps]
# of I/Os 5 4 10

Efficiency [Gbps/(I/Os)] 0.087 1.038 0.882
Error detection No No Yes

Data retransmission No No Yes

and restart. As the error detector is described in Fig. 13
of [30], it can be simply designed using several number of
gates, which results in the small area overhead compared to
the link without the error-detection method.

Table 4 shows performance comparisons with related
works. Synchronous links [7], [8] need a synchronizer if
they are used in the asynchronous multi-chip NoCs. The de-
lay overhead due to the synchronizer is not easily estimated
for performance comparisons as the delay time is varied de-
pending on the asynchronous data-transmission condition in
the NoCs. Hence, the performance of two asynchronous
links is compared with the proposed link. As they are de-
signed under a 0.18 μm CMOS technology, the throughput
is normalized to a 0.13 μm CMOS technology in which the
proposed link is designed, where the scaling rule is used in
[32]. The asynchronous link in [9] is based on the per-bit
handshake style and hence the throughput is very small. The
asynchronous link in [13] is based on the per-word hand-
shake style. The throughput is high, but it is evaluated under
an ideal case that delay time of the acknowledgement is ig-
nored and a wire delay between a transmitter and a receiver
is not included. In addition, the error-detection and the data-
retransmission functions are not included, which lowers the
throughput than that under the ideal case. The proposed link
achieves the high data-transmission efficiency while having
the functions of the error detection and the data retransmis-
sion.

6. Conclusion

A high-throughput partially parallel inter-chip link architec-
ture has been proposed for asynchronous multi-chip NoCs.
The proposed link based on the LEDR encoding transmits
chunks of bits (words) based on the per-word handshakes
instead of the per-bit handshakes in order to increase the
throughput. It retransmits a word once data-transmission er-
rors are detected using the phase information of the LEDR

†Delay time of the acknowledgement is ignored. In addition, a
wire delay between a transmitter and a receiver is not included.

signals. The BER of the link is theoretically modeled with
considering the power-supply noise based dynamic timing
variation. Based on the model, the optimized throughput is
8.82 Gbps using 10 I/Os in a 0.13 μm CMOS technology.
This is a 90.5% higher throughput than that of a link using
9 I/Os without an error-detection method operating at neg-
ligible low BER. In future work, we plan to fabricate the
proposed link by specifying design parameters based on the
proposed model and measure the performance with asyn-
chronous NoCs.
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