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SUMMARY This paper proposes a QoS-aware differential processing
control (QADPC) scheme for OpenFlow-based mobile networks. QADPC
classifies the input packets to the control plane by considering end terminal
mobility and service type. Then, different capacities are assigned to each
classified packet for prioritized processing. By means of Markov chains,
QADPC is evaluated in terms of blocking probability and waiting time in
the control plane. Analytical results demonstrate that QADPC offers high
priority packets both lower blocking probability and less waiting time.
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1. Introduction

In contrast to the tight coupling structure of conventional
networks, OpenFlow separates the control and data plane.
This decoupled architecture allows an effective method of
managing the data plane from the control plane by an open
interface (i.e., OpenFlow). In the data plane, a switch
matches the incoming packets with the flow entries. If an
entry is matched, the instructions are performed according
to the flow entry [1]. The flow entries are installed reactively
or proactively by the control plane. The reactive flow setup
approach, in which entries are added in response to the first
packet of each flow, is usually assumed in mobile networks
due to policy changes and host mobility [2]. Furthermore,
statistical information related to each flow is reported to the
control plane. Such flow based fine-grained control supports
traffic optimization with visibility over all flows.

However, the centralized OpenFlow architecture leads
to a scalability issue (i.e., bottleneck in the control plane due
to the flow entry installation for all flows). The bottleneck
can cause problems such as long flow entry installation de-
lay or blocking of input packets. These problems are critical
for the packets right after a handover or for the initial de-
lay sensitive service packets because users will experience
severe QoS degradation when these packets are blocked or
delayed [3].

Several works have been performed on the scalability
issue in OpenFlow-based networks. Earlier works [2], [4]
could reduce the number of packets to the control plane be-
cause only a few or no packets are processed by the con-
trol plane. In addition, another work [5] used multiple con-
trollers to distribute the load on each controller. However,
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these approaches only focused on reducing the load in the
control plane. They did not consider the QoS of the incom-
ing packets to the control plane. As explained earlier, if the
load is concentrated in the control plane, QoS degradation
will result because of long flow entry installation delay or
blocking of the packets. Therefore, QoS-aware processing
is required.

Several works were performed for QoS support in
OpenFlow-based networks. A fine-grained automated QoS
control scheme [6] is proposed using rate shaping and pri-
ority queue mapping. Also, a dynamic rerouting scheme [7]
is proposed to ensure delivery of high priority flows within
specified constraints. However, these works only consid-
ered how to deliver the packets for QoS provision in the data
plane.

To tackle the above problem, we propose a QoS-
aware differential processing control (QADPC) scheme for
OpenFlow-based mobile networks. We introduce a packet
classifier to classify the packets according to the QoS and
differentially allocate the capacity to process each classified
packet. By means of Markov chains, we evaluate QADPC
in terms of the blocking probability and waiting time in the
control plane. Analytical results show that QADPC offers
high priority packets both lower blocking probability and
less waiting time.

2. System Model

Figure 1 shows the proposed system model. The first pack-
ets of every flow are sent from the data plane to the control
plane. Then, the packet classifier classifies the packets into
three kinds: handover packets with high priority (HP pack-
ets), just high priority packets (P packets, and not handover

Fig. 1 System model of the proposed control plane.
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packets), and other packets with low priority (LP packets).
We consider services with stringent QoS requirements for
flow initiation delay and loss as high priority services, such
as command/control and video telephony. In addition, the
packets of the high priority services are defined as high pri-
ority packets. For example, the command/control packets
require a loss ratio of 0% for service management, and the
video telephony packets are very sensitive to the initial delay
for playback performance [3].

We define a handover packet as the first packet after
handover to a new access node, which means that the flow
entry of the packet exists in the previous serving nodes on
the path before the handover. As explained earlier, protect-
ing the handover packets from being blocked or delayed is
important especially in high priority services. Therefore, we
consider the HP packets as the first priority packets and give
second priority to the P packets. The LP packets have the
lowest priority.

After the classification, each packet is processed using
different resources in the control plane. Our system achieves
QoS provisioning by controlling the capacity of the LP and
P packets.

We also consider multiple controllers for scalability.
When we use multiple controllers, we assume that the
switches are divided into groups and each group is statically
managed by different controller as shown in Fig. 1. More-
over, only one controller per each switch processes every
message from the switch for safety [8].

3. QoS-Aware Differential Processing Control

In this section, we present the two phases of QADPC: packet
classification and differential processing.

Figure 2 shows an example of the table entries in the
packet classifier. The table consists of matching fields, in-
cluding the ingress port, Ethernet destination and source ad-
dresses, IP destination and source addresses, QoS type field,
etc. and priority field. We define the ingress port as the log-
ical port number from the access node. The QoS type field
can be any field supported by OpenFlow, which represents
the QoS of the packets such as TCP port number, DSCP,
and ToS field. In other words, the priority field can be mod-
ified adaptively and also multiple QoS type fields can be
supported by using TLV format [1] based on the QoS policy
of network operator. In Fig. 2, we assume that 10 and 13
are the numbers that denote the QoS of the high priority ser-
vices. The packet classifier matches the packets in priority
order. Therefore, we set the priority fields as 2, 1, and 0 for
the HP, P, and LP packets, respectively. In the packet classi-
fier, P packet entries are pre-set only with pre-defined QoS
type values for matching with the P packets. After P packets
are processed, HP packet entries are installed with P pack-
ets’ header fields (flow information). HP packet entries are
exact matching entries that all the fields are filled with spe-
cific value. However, only the ingress port fields are wild-
carded because the access node changes after the handover.
Therefore, packets matched with HP packet entries are rec-

Fig. 2 Example of a table in a packet classifier.

Fig. 3 Differential processing operation.

ognized as HP packets from the point of controller’s view.
Each entry is maintained using the statistical reports from
the data plane and removed when it has matched no packets
in the idle-timeout [1]. Packets not matched with HP and P
packet entries, are classified as LP packets.

After matching with the packet classifier, input pack-
ets are classified as HP, P, or LP packets. Each classified
packet is differentially processed employing a cutoff pri-
ority scheme [9] by dividing the total capacity (C) of each
controller into three parts: reserved capacity (C − S 2) ex-
clusively used for HP packets, shared capacity (S 2 − S 1) for
both HP packets and P packets, and the remaining shared
capacity (S 1) for all kinds of packets. The overall procedure
for the differential processing of each controller is shown in
Fig. 3. N is the number of packets currently served in a con-
troller. When a packet is processed, N is decreased by one,
and an incoming packet is determined whether it can be en-
queued. If the packet is matched with an HP packet entry, it
is enqueued when the total capacity is not full. On the other
hand, if the packet is classified as a P packet, it can be ac-
cepted when N is less than S 2. Finally, in the case of an LP
packet, the packet is enqueued only when N is less than S 1.

4. Performance Analysis

In this section, we develop an analytical model of QADPC.
We assume that the arrival process per system (entire con-
trollers) of the HP, P, and NP packets is modeled as Pois-
son distributions with rates λHP, λP, and λLP, respectively.
The service time of the control plane follows an exponential
distribution with mean 1/μ.

Figure 4 shows the state transition diagram of QADPC.
In state (i, j), i is the controller number when multiple con-
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Fig. 4 Markov chain for QADPC.

trollers exist, and j represents the number of packets cur-
rently served in the ith controller. pi( j) is the probability
that a packet can be inserted into the ith controller when j
packets exist in the controller. We let M be the number of
controllers and C, S 1, and S 2 are defined earlier. Therefore,
the state space is given as S = {(i, j)|i ∈ {1, 2, . . . ,M}, 0 ≤
j ≤ C}. We let p(i, j; k, l) be the transition rate from state
(i, j) to state (k, l). Then, we have

p(i, j; i, j + 1) = pi( j) · (λHP + λP + λLP),
f or 0 ≤ j < S 1

p(i, j; i, j + 1) = pi( j)(λHP + λP),
f or S 1 ≤ j < S 2

p(i, j; i, j + 1) = pi( j)(λHP),
f or S 2 ≤ j < C

p(i, j; i, j − 1) = μ,
f or 1 ≤ j ≤ C

(1)

We let π(i, j) be the steady state probability that j packets
exist in the ith controller. Deriving π(i, j) is computation-
ally difficult because we consider the probability at each
state that a packet is inserted into the ith controller when
j packets exist (i.e., pi( j)). Therefore, for simplicity, we as-
sume that this probability only depends on the number of
controllers and is equal at each state irrespective of the state
condition (i.e., 1/M). The analysis that considers each state
condition will be one of our future works. On the basis of
the above assumptions, we obtain the following steady state
probability from the detailed balance equation.

π(i, j) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
λHP + λP + λLP

μ · M
) j

· π(i, 0),

f or 0 ≤ j ≤ S 1

(
λHP + λP + λLP

μ · M
)S 1

·
(
λHP + λP

μ · M
) j−S 1

· π(i, 0),

f or S 1 + 1 ≤ j ≤ S 2

(
λHP + λP + λLP

μ · M
)S 1

·
(
λHP + λP

μ · M
)S 2−S 1

·
(
λHP

μ · M
) j−S 2

· π(i, 0), f or S 2 + 1 ≤ j ≤ C

(2)

By using the steady state probability, the LP packet block-
ing probability (LPBP), P packet blocking probability (PBP)
and HP packet blocking probability (HPBP) at the ith con-
troller are obtained as

LPBP =
C∑

j=S 1

π(i, j) (3)

PBP =
C∑

j=S 2

π(i, j) (4)

HPBP = π(i,C) (5)

To derive the average HP packet waiting time (TW ) at the ith
controller, the average number of packets (Navg) at the ith
controller should be first computed as

Navg =

C∑
j=1

j · π(i, j) (6)

The effective arrival rate (λeff ) is expressed as

λeff =

S 1−1∑
j=1

(λHP + λP + λLP) · π(i, j)

+

S 2−1∑
j=S 1

(λHP + λP) · π(i, j) +
C−1∑
j=S 2

(λHP) · π(i, j)

(7)

By using the Little’s law [10], we obtain the average waiting
time (TW ) at each controller as

Tw =
Navg

λeff
+

1
μ

(8)

5. Numerical Results

In this section, we evaluate the performance of QADPC
compared with that of the conventional non-prioritized pro-
cessing method in terms of the blocking probability and av-
erage HP packet waiting time. For the numerical results, we
set S 1 and S 2 to 60% and 80% of the total capacity C. Al-
though we fix the size of S 1 and S 2, they can be flexible de-
pending on the network policy. In addition we assume that
the mean service time (1/μ) is 1ms. Furthermore, we choose
the following set of parameters: λP = 350, λLP = 350 when
M = 1, and λP = 700, λLP = 700 when M = 2. On the other
hand, λHP is varied from low to high considering the traffic
characteristics of real LTE network [11].

Figure 5 shows the blocking probabilities as the HP
packet arrival rate increases when M is equal to one and
two. The blocking probabilities of the conventional scheme
become higher with the increase in the HP packet arrival
rate irrespective of the types of packets. On the other hand,
the blocking probabilities of QADPC depend on the types
of packets. Because QADPC reserves the C − S 2 capacities
only for the HP packets, the HPBP exhibits the lowest block-
ing probability regardless of the HP packet arrival rate and
the number of controllers. In addition, the PBP of QADPC
appears lower than that of the conventional scheme because
of the reserved C − S 1 capacities. However, QADPC has a
higher LPBP than the conventional scheme because of the
minimum capacities. Further, we can notice that multiple
controllers can support a far larger network with acceptable
blocking probability.

Figure 6 shows the average waiting time for process-
ing an HP packet as the HP packet arrival rate increases
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Fig. 5 Blocking probability according to the HP packet arrival rate.

Fig. 6 HP packet waiting time according to the HP packet arrival rate.

when M is equal to one and two. Average waiting times
of both QADPC and conventional scheme are shorter when
M equals 2 compared to those when M equals 1 because
the number of input packets per controller is reduced when
M increases. We can notice that QADPC has a lower aver-
age waiting time than the conventional scheme because of
the preserved C − S 2 capacities for the HP packets. More-
over, the difference between them becomes higher with the
increase in the HP packet arrival rate because the conven-
tional scheme equally admits all types of packets without
considering the QoS even in bottleneck situations. Actually,
the packets can be deliverd after the flow entry for the HP
packet is installed at the new serving nodes on the new path
after the handover. In other words, QADPC can minimize
the handover latency for high priority services.

6. Conclusion

This letter presents QADPC to provide prioritized process-
ing for OpenFlow-based mobile networks. The incoming
packets to the control plane are classified according to the
predefined priority. Then, the capacities are assigned differ-
entially to guarantee the QoS of each classified packet. Ana-
lytical results show that QADPC offers high priority packets

both lower blocking probability and less waiting time com-
pared with the conventional scheme. In our future work, we
will extend QADPC for non PACKET-IN messages such as
state change messages and we will handle them with higher
priority than PACKET-IN messages because they are used
for global network view and traffic optimization.
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