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Abstract: This paper presents a very efficient scheme for point multi-

plication on Koblitz curves. The proposed scheme reduces the critical path

in the data dependency graph of the point addition operation and increases

the utilization of the three parallel multipliers that are used. The proposed

scheme exploits an idle multiplier to perform an extra field operation that

will be needed in the next iteration. Furthermore, the proposed scheme is

implemented on an Altera Stratix II EP2S180F1020C3 FPGA over GF(2163)

and compared with the related parallel schemes in the literature. The results

show that the proposed scheme outperforms the previous schemes in terms

of the area-time (AT) and AT2 products. Accordingly, the proposed scheme is

very attractive for use in high-performance applications.
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1 Introduction

Elliptic Curve Cryptography (ECC) is considered a serious alternative to many

public key encryption algorithms. ECC with a key size of 128–256 bits offers

security equal to that of RSAwith a key size of 1,000–2,000 bits [1, 2]. To date, no

significant weaknesses have been identified in the ECC algorithm, which is based

on the discrete logarithm problem over points on an elliptic curve. The difficulty of

the problem allows the ECC key sizes to be reduced considerably. This advantage

of ECC has recently gained remarkable recognition and has been incorporated

into many standards such as those of the IEEE, ANSI, NIST, SEC and WTLS [3, 4,

5, 6, 7].

Point multiplication is the basic operation of ECC. The point multiplication of

a group of points on an elliptic curve is analogous to the exponentiation of a

multiplicative group of integers modulo a fixed integer m. The point multiplication

operation, denoted as kP, where k is an integer and P is a point on the elliptic curve,

represents the addition of k copies of point P. Point multiplication is then calculated

according to a series of point doubling and addition operations of the point P that

depend on the bit sequence representing the point multiplier k.

Binary Koblitz curves are a special class of generic curves for which point

multiplication can be efficiently computed using their special properties [2]. These

curves use a Frobenius map and point addition operation only for computing point

multiplication. Binary curves have attracted many researchers to reduce point

multiplication. These methods include parallelization, by using multiple parallel

field multipliers in the finite field computations [8, 9, 10, 11], and by interleaving

[12, 13]. Recently, several methods to perform parallel computations for point

addition on Koblitz curves have been proposed in [8, 9, 11, 13, 14, 15]. More

recently, it was claimed that four is the maximum number of parallel field multi-

pliers required to achieve the highest parallelization in computing point multi-
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plication on Koblitz curves [9]. However, the present paper reduces the critical path

of the point addition operation to 3M þ 11 using only three field multipliers, where

M is the latency (number of clock cycles) for a digit-level Gaussian normal basis

(GNB) multiplication operation [16]. This was achieved by using the idle field

multiplier in the data dependency graph of the point addition operation to perform

an extra field operation that will be needed in the next iteration (see Fig. 1). For the

purpose of comparison with previous implementations, the proposed scheme was

implemented on an Altera Stratix II EP2S180F1020C3 FPGA over GFð2163Þ.
The contributions of this paper are as follows:

• We reduced the critical path of the addition point operation on Koblitz curves.

• We increased the utilization of the three parallel multipliers.

• We modeled the proposed scheme using VHDL and implemented it on an

Altera Stratix FPGA over GFð2163Þ.
• We compared our results with the related parallel schemes in the literature on

Koblitz curves.

2 Proposed scheme

The data dependency graph of the point addition operation on a Koblitz curve using

the mixed Lopez-Dahab coordinate system is shown in Fig. 1(a) [8], where the

latency of each step is indicated on the left, where the latency for GNB field

addition, squaring and multiplication are 1, 1 and M clock cycles [16], respectively.

Fig. 1. Data dependency graph of: (a) point addition on a Koblitz curve
[8]. (b) the proposed scheme using only three multipliers.
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As one can see, the latency of point addition is 4M þ 13. A key observation is

that one of the three multipliers in Step S10 is idle. Accordingly, this multiplier

could be used by performing one of the field multiplications of the next iteration,

when its operands are ready. After analyzing Fig. 1(a), we found that if we exploit

this idle multiplier to compute x2Z3 in Step S10, then we do not have to compute

x2Z3 in Step S2 because Z3 in iteration i is equal to Z1 in iteration i þ 1 for

0 < i < m � 1. This means that in each point addition, we have to compute the

tuple ðX3; Y3; Z3; x2Z3Þ. Note that for the first iteration, Z3 ¼ 1 and hence we do not

have to compute the field multiplication x2Z3. Accordingly, the data dependency

graph of the proposed scheme is shown in Fig. 1(b).

The latency of each step in Fig. 1(b) is indicated on the left as in Fig. 1(a).

Clearly, Fig. 1(b) shows that the cost of point addition has improved to 3M þ 11,

which outperforms the work published in the literature thus far (see Table I).

Table I shows a comparison of the point addition cost of related work on a Koblitz

curve over GFð2mÞ, where HðkÞ is the Hamming weight of τ-NAF expansion of k.

Furthermore, the use of the parallel multipliers has been increased from 67% to

89%, which makes the proposed scheme very efficient and hence attractive.

3 Implementation and results

To compare the proposed scheme with the previous related work, we modeled

the proposed scheme using VHDL and implemented it on an Altera Stratix II

EP2S180F1020C3 FPGA. Fig. 2 shows the architecture of the implemented

cryptoprocessor, which consists of the controller, register file and the field arith-

metic unit (FAU). The controller is designed as a finite state machines (FSM) to

perform point multiplication. The register file holds the values of the base point

Table I. Point addition cost of related work on Koblitz curves over
GFð2mÞ

Ref. No. of Multipliers Latency

[8] 3 ðHðkÞ � 1Þ � ð4M þ 13Þ
[9] 4 ðHðkÞ � 1Þ � ð3M þ 13Þ
Ours 3 ðHðkÞ � 1Þ � ð3M þ 11Þ

Fig. 2. The proposed architecture for point multiplication on Koblitz
curves.
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P ¼ ðxp; ypÞ, the intermediate values and the final results. The FAU, however,

contains three multipliers, two adders and one squarer. Once k is available in the τ-

NAF representation, at the input of the controller, the FAU starts the computations.

We implemented the presented multiplier in [9], which is based on [10, 17],

over GFð2163Þ with two digit sizes = 33 and 41, for fair comparison. In a digit-level

parallel-in parallel-out GNB multiplier, the results are available in parallel after

q ¼ dm=de clock cycles, where d is the digit size. Therefore, as the pipelining adds

one extra clock cycle to the latency of multiplication, the latency of the multiplier is

given by M ¼ dm=de þ 1, where 1 � d � m. The Itoh-Tsujii inverter [18], how-

ever, is used to convert the final results back to affine coordinates using the FAU,

which requires 11M þ 11. Finally, the cost of performing the Frobenius maps is

m clock cycles. Accordingly, the total latency for performing point multiplication

over GFð2163Þ without τ-NAF conversion is ðHðkÞ � 1Þ � ð3M þ 11Þ þ 163 þ
11M þ 11, where ðHðkÞ � 1Þ � ð3M þ 11Þ is the latency of computing the point

addition operation.

The lower bound on the area-time cost of a given design is usually used as a

performance metric ðareaÞ � ðtimeÞ2�, 0 � � � 1, where the choice of α determines

the relative importance of area and time. Such lower bounds have been obtained for

several problems, e.g., discrete Fourier transform, matrix multiplication, binary

addition and others [19]. Once the lower bound on the chosen performance metric

is known, designers attempt to devise algorithms and designs that are optimal for a

range of area and time values. Even though a design might be optimal for a certain

range of area (A) and time (T) values, it is nevertheless of interest to obtain designs

for minimum values of time, i.e., for maximum speed performance and for

minimum area. Accordingly, both the area-time (AT) and AT2 products are used

here to compare the proposed scheme with the other previous designs.

Table II shows a comparison of the proposed scheme with the related work

over GFð2163Þ on the Altera Stratix II EP2S180F1020C3 FPGA. The second and

the third columns in this table show the number of used multipliers (M) and the

digit size d, respectively. The fourth column shows the total latency (L) of point

multiplication. The fifth and the sixth columns show the obtained results from

Atera’s Quartus II design software, which are the maximum frequency and area in

terms of adaptive logic modules (ALMs). The seventh column shows the time in

Table II. Results of related work over GFð2163Þ on the Altera Stratix II
EP2S180F1020C3 FPGA

Ref. M d L
fmax

MHz
Area

(ALMs)
Time
[µs]

AT AT2

[8] 3 33 4248 146.7 22,416 28.95 0.64 18.5

[13] 4 19 1422 164.4 25,366 8.64 0.22 1.9

[13] 4 17 1540 162.4 23,580 9.48 0.22 2.1

[9] 4 41 1721 188.7 23,084 9.15 0.21 1.9

[9] 4 33 1892 192.5 18,964 9.85 0.18 1.7

Ours 3 41 1616 187.9 18,236 8.60 0.16 1.4

Ours 3 33 1787 189.8 15,160 9.41 0.14 1.3
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µs, which is the result of multiplying the latency by the maximum frequency.

Finally, the last two columns show area-time (AT) and AT2 products [19].

The results in Table II indicate that the proposed scheme achieved the best

latency when the digit-size d was d ¼ 41. However, the proposed scheme achieved

the best area when d ¼ 33. Clearly, the proposed scheme outperforms the other

schemes for both the AT and AT2 results.

4 Conclusion

A very efficient point multiplication scheme on Koblitz curves is presented. The

proposed scheme reduces the critical path in the data dependency graph of the point

addition operation and increases the utilization of the three parallel multipliers that

are used. The proposed scheme exploits an idle multiplier to perform an extra field

operation that will be needed in the next iteration. Furthermore, the proposed

scheme is implemented on an Altera Stratix II EP2S180F1020C3 FPGA over

GFð2163Þ and compared with the related parallel schemes in the literature. The

results show that the proposed scheme outperforms the previous schemes in terms

of the AT and AT2 products. The proposed scheme is very efficient and hence

attractive for use in high-performance applications.
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