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Abstract: Sharing common subexpressions (CSs) in the logic expressions

can reduce the total gates in hardware implementations of parallel Chien

search. In this paper, we prove that sharing CSs will increase the delays of

the hardware implementation. Based on the proof, a shortest-path-keep

common subexpression elimination (SPK-CSE) algorithm is proposed. By

using SPK-CSE algorithm, the output delays can be kept unchanged after

sharing CSs. The parallel Chien search implemented with the proposed SPK-

CSE algorithm can achieve the minimal delay.
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1 Introduction

Chien search is an important process in Reed-Solomon (RS) decoder. To increase

the decoding throughput, the decoders are required to be implemented by parallel

architecture, but the parallel realization of Chien search occupies the most area in

the overall decoders [1, 2, 3, 4, 5]. A typical p-parallel Chien search architecture is

shown in Fig. 1.

In the architecture, p is called parallel factor, and �ð�iÞ is called error-locator

polynomial which can be expressed as [1]:

�ð�iÞ ¼
Xt
j¼1

�ij�j þ 1 ð1Þ

where �ij is the constant elements, �j is the input element. In constant finite field

multipliers (CFFMs) �ij�j, only XOR gates are required [1]. Sharing common

subexpressions (CSs) in the logic expressions of CFFMs can reduce the total gates

in the hardware implementations, and common subexpressions elimination (CSE)

algorithm is an effective algorithm to explore the CSs in the logic expressions. How

to select the CSs to achieve the minimum area is an NP-complete problem [6].

Different CS-selecting strategies are proposed for Chien search implementations.

However, these strategies proposed in previous works only focus on the area

reduction without taking the delay into consideration.

Fig. 1. Typical p-parallel Chien search architecture
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In this paper, not only area but also delay, which is an important parameter in

the high-speed applications, is taken into consideration in CS selection. As the

delay of a circuit is mainly related with adopted structure, we first introduce the

shortest path structures for the XOR network circuits. Based on the shortest path

structures, we prove that sharing CSs will increase the delay of the XOR networks.

Then a sufficient condition to keep the shortest path unchanged is deduced, and a

shortest-path-keep CSE (SPK-CSE) algorithm is proposed based on the sufficient

condition. In the last, the parallel Chien search in RSð255; 239Þ code is imple-

mented with the proposed SPK-CSE algorithm, and the implementation achieves

the minimal delay.

2 Shortest path structures

For a N inputs XOR network, suppose the delays of inputs fx0; x1; . . . ; xN�1g is

fd0; d1; . . . ; dN�1g, it has been proven in [7] that the minimal delay tmin for the XOR

network is given by

tmin ¼ log2

XN�1
i¼0

2di

& ’
ð2Þ

The units of both fd0; d1; . . . ; dN�1g and tmin are TXOR, where TXOR denotes the

normalized delay of a XOR gate. It also has been proven in [7] that the XOR

network constructed with delay-driven-binary-tree (DDBT) structure can achieve

the minimal delay given by (2). The method to construct the DDBT structure is

shown in Fig. 4 in [7]. At each iteration of the constructing algorithm, two elements

xi and xj with the minimum delay in the signal-set S, which is initialized by being

composed of all input signals fx0; x1; . . . ; xN�1g, are taken to construct the circuit

with an XOR gate, and the output signal xk ¼ xi þ xj is inserted into the S.

Suppose all delays of inputs are zeros, then (2) can rewrite as

tmin ¼ dlog2 Ne ð3Þ
where N is the number of inputs. In this case, fast-binary-tree (FBT) structure can

achieve the minimal delay given by (3) [8, 9]. Obviously, the FBT structure is a

special form of the DDBT structure. In the FBT structure constructing process, the

delays are not required taking into considerations. First, every two signals in set S0,

which consists of all input signals fx0; x1; . . . ; xN�1g, are taken to construct the

circuit with an XOR gate, and the output signal of XOR gate is inserted into a new

set S1. If the number of signals N in S is odd, the last signal xN�1 is also inserted

into S1. Then, the signals in S1 are taken to construct the circuits in the same way,

until there is only one signal in the new set.

It can be concluded from (3) that the number of inputs N satisfies N � 2t, where

t is the delay of the XOR network. In this paper, if N ¼ 2t, then the FBT structure is

named as full-tree FBT structure, otherwise, the FBT structure is named non-full-

tree FBT structure.

Let us take an example to illustrate the shortest path structures. Suppose the

delays of inputs fx4; x3; x2; x1; x0g are f1; 2; 0; 2; 1gTXOR, respectively, the minimal

delay of the XOR network is 4TXOR according to (2). As shown in Fig. 2(a), the

DDBT-based XOR network can achieve the minimal delay. If all delays of inputs

are zeros, FBT-based XOR network can achieve the minimal delay in this case,
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as shown in Fig. 2(b), and the delay of the FBT-based XOR network is 3TXOR

according to (3). The FBT structure in Fig. 2(b) is a non-full-tree FBT structure.

3 SPK-CSE algorithm

Suppose the delays of inputs in a CFFM can be ignored, then the CFFM

constructed with FBT structure can achieve the shortest path in the direct imple-

mentation. After sharing CSs, as the delays of CSs are not the same, in this case,

the CFFM constructed with the DDBT structure can achieve the shortest path. The

influence of sharing CSs on delay of an XOR network in the CFFM is given by the

following theorem.

Theorem 1. For an XOR network in CFFM, let Td to denote the minimal output

delay of direct implementation and To to denote the minimal output delay of CSE-

optimized implementation, then the following inequality holds true:

To � Td ð4Þ
Proof. Consider an N inputs XOR network pd ¼ xN�1 þ . . . þ x1 þ x0, suppose it

includes m original inputs and n CSs after sharing CSs, i.e., po ¼ ðxm�1 þ . . . þ
x1 þ x0Þ þ ðcn�1 þ . . . þ c1 þ c0Þ, then N ¼ m þPn

j¼1 Nj, where Nj is the number

of inputs in the CS cj. Therefore, Td and To are calculated in the following way:

Td ¼ dlog2 Ne

To ¼ log2 m þ
Xn
j¼1

2tj

 !& ’8><
>: ð5Þ

where tj is the delay of CS cj. The CS cj is also generated by a XOR network, and

the FBT structure in CS cj may be destroyed, then tj satisfies tj � dlog2 Nje, and it

can be further obtained that 2tj � 2dlog2 Nje � Nj. Furthermore, it can be deduced

that

m þ
Xn
j¼1

2tj

 !
� m þ

Xn
j¼1

Nj

 !
ð6Þ

Inequality (4) holds true according to (5) and (6). □

According to Theorem 1, sharing CSs may increase the delay. In the following,

we give a sufficient condition to keep the shortest path unchanged.

Corollary 1. A sufficient condition for To ¼ Td is that any CS sj is constructed by

full-tree FBT structure.

Proof. In the circuit of CS sj with full-tree FBT structure, Nj ¼ 2tj , then inequal-

ity (6) satisfies the equality condition, and then To ¼ Td. According to (5), To ¼ Td

can hold true even if inequality (6) does not satisfy the equality condition, therefore,

Corollary 1 is only sufficient condition but not a necessary condition. □

(a) (b)

Fig. 2. Diagrams of shortest path structures: (a) DDBT structure; (b)
FBT structure
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Based on Corollary 1, we propose a SPK-CSE algorithm, which only extract

the CSs that satisfy the Corollary 1. The proposed SPK-CSE is described in Fig. 3.

4 An example

In this section, we take a CFFM to illustrate the influence of sharing CSs on the

delays, and to evaluate our SPK-CSE. The example of CFFM is

p7 ¼ x7 þ x3 þ x2 þ x0

p6 ¼ x7 þ x6 þ x3 þ x2 þ x1 þ x0

p5 ¼ x5 þ x3 þ x0

p4 ¼ x7 þ x6 þ x3 þ x2 þ x1 þ x0

p3 ¼ x4 þ x3 þ x2 þ x0

p2 ¼ x7 þ x6 þ x5 þ x4 þ x3 þ x2 þ x1 þ x0

p1 ¼ x7 þ x3 þ x2 þ x1 þ x0

p0 ¼ x7 þ x4 þ x1 þ x0

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð7Þ

Suppose the delays of inputs can be neglected, then in the direct implementations,

the circuits of p7∼p0 constructed with FBT structure achieve the shortest path, and

the delays are listed in Table I, which are calculated according to (3).

We take the CSE algorithm proposed in [10] (notes as CSE-[10]) to eliminate

CSs in the logic expressions. The CSE-[10] algorithm takes the two-term CS with

the highest occurrence frequency to be eliminated iteratively. After optimized by

using CSE-[10] algorithm, total six CSs are eliminated. The eliminated CSs are

fc0 ¼ x3 þ x0, c1 ¼ c0 þ x2, c2 ¼ c1 þ x7, c3 ¼ c2 þ x1, c4 ¼ c3 þ x6, c5 ¼ c4 þ
x4g, the CSs are formed in overlapping way. The delays of CSs are f1; 2; 3;
4; 5; 6gTXOR, respectively. After sharing CSs, the output pk not only contain the

original inputs xi, but also contain the CSs cj, therefore the circuits should be

constructed with DDBT structure that can achieve the minimal delay. The delays of

outputs are also listed in Table I. All output delays have been increased, except for

p5 and p0, and the critical path delay (CPD) is also increased.

Four CSs are eliminated by using the proposed SPK-CSE algorithm, the

eliminated CSs are fc0 ¼ x3 þ x0, c1 ¼ x7 þ x1, c2 ¼ x4 þ x2, c3 ¼ c1 þ c0g. In
the first loop, SPK-CSE eliminates the CSs that only contain the original inputs

x7∼x0. The eliminated CSs include fc0; c1; c2g, and these CSs form a new set S1. In

the second loop, the CSs that only contain the signal in S1 are eliminated. Only CS

c3 is eliminated in this loop. The circuits of the eliminated CSs can be constructed

with full-tree FBT structure. The delays of CSs are f1; 1; 1; 2gTXOR, respectively.
The circuits of p7∼p0 are also constructed with DDBT structure, and the delays of

Fig. 3. The SPK-CSE algorithm
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the circuits are also listed in Table I. All delays are kept unchanged after sharing

CSs, therefore, the CPD is also kept unchanged, and this is the shortest CPD

achieved after sharing CSs according to Theorem 1.

5 Implementations

In this section, low-delay 4-parallel Chien search architecture for RSð255; 239Þ
code, which is used to correct burst errors in optical fiber submarine cable systems

[1], is implemented with the proposed SPK-CSE algorithm. In the low-delay

implementation, the logic expressions of CFFMs are first optimized by using

SPK-CSE algorithm, and then the circuits of CFFMs are constructed with DDBT

structure. As the CSs not only exist in a CFFM but also exist among the CFFMs,

our SPK-CSE algorithm is combined with group-optimized scheme used in [1, 2] to

eliminate the CSs among CFFMs. The hardware complexities of the low-delay

implementation with SPK-CSE are listed in Table II.

Our low-delay Chien search architecture is compared with other classic CSE-

based implementations in Table II. For fair comparison, other implementations are

also constructed with DDBT-structures. In [1], the CSs are selected by iterative

matching (IM) strategy, and the IM strategy was further developed in [11] by

combining with cancelation property of modulo 2 additions. As shown in Table II,

the developed IM (DIM) strategy is more efficient in area reduction, but the

efficiency is gained at the expense of increasing delay. In [2, 3, 4, 5], two-term

CSs with the highest occurrence frequency are selected to be eliminated, and this

strategy was first proposed in [10]. A similar strategy is proposed in [12], which

take the most-term with the highest occurrence frequency CSs to be eliminated.

However, these strategies do not take the delay into consideration, therefore, the

CPD of implementations based on these CSE algorithm are increase. Although

the implementation with our SPK-CSE has more area cost, but it can achieve the

shortest delay after sharing CSs.
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Table I. The hardware complexities of different implementations for
the CFFM

Implementation Area Delays (TXOR)
(AXOR) p7 p6 p5 p4 p3 p2 p1 p0 CPD

Direct 33 2 3 2 3 2 3 3 2 3
CSE-[10] 12 3 6 2 5 3 7 4 2 7
SPK-CSE 18 2 3 2 3 2 3 3 2 3

Table II. Comparisons of SPK-CSE-based low-delay Chien search
architecture with other CSE-based implementations

Direct
CSE-based implementations

[1] [11] [10] [12] Our

Area (AXOR) 557 266 252 271 263 301
CPD (TXOR) 3 5 6 4 5 3
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