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Abstract: It has always been a challenging task to implement a turbo

decoder because it’s typically the most compute-intensive and time-consum-

ing part in a wireless communication system. This becomes especially

obvious when realizing a turbo decoder through CPUs or GPUs. In this

paper, we present a heterogeneous and highly reconfigurable parallel turbo

decoder for LTE by employing a multi-core processor platform. A modified

sliding-window algorithm is proposed to fully exploit the parallelism of

turbo decoder, and a SIMD hardware module is designed for the multi-core

processor to accelerate the decoding process. Synthesized result in a 65-nm

CMOS process shows that the whole system can run at a maximum clock

frequency of 830MHz, and a decoding throughput of 135Mbps is achieved

for a codeword block length of 6144 at 6 iterations. In addition, the speed-up

rate compared to an unaccelerated implementation through the same multi-

core platform is in the order of 800%.
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1 Introduction

Turbo codes has been adopted by many digital communication standards such as

LTE/LTE-A due to its excellent error correction performance. Turbo decoders are

usually implemented through Application Specific Integrated Circuit (ASIC) for

reaching high-throughput and low-latency. However, the non-programmability of

ASIC makes it inflexible to adapt to the rapidly developing protocols. This will

become severe in the future wireless communications when most functions of a

radio access network will be virtualized on centralized cloud platforms [1].

To design turbo decoders that are of good flexibility, many researchers tend to

adopt programmable devices like GPUs or CPUs. In [2, 3, 4], GPUs are used to

realize turbo decoding algorithm for their computing power and programmability.

By fully utilizing the enormous parallelism of GPUs, many codeword blocks can be

decoded simultaneously. The work in [5] implements a turbo decoder by employing

high-end CPUs. However, their implementations may suffer from some problems,

either with too low throughput or too high latency.

Our compromise solution between ASICs and GPUs (or CPUs) is by using a

multi-core processor platform, a general purpose processor oriented to communi-

cation and multi-media. Firstly, we proposed a modified decoding algorithm

adaptive to the multi-core processor in order to increase the degree of parallelism.

Then a SIMD hardware accelerator module is designed for the processor to

accelerate computing. In the end, the modified algorithm is mapped on the multi-

core processor, through both pure software and hardware accelerators. The turbo

decoder is divided into several sub decoders by using as many cores and can

decodes a maximum of four codeword blocks by utilizing SIMD instructions of

the processor. Consequently, the parallelism of turbo decoder is fully exploited, in

all aspects of trellis stage level, SISO decoder level and turbo decoder level.
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2 Architecture of multi-core processor

The multi-core processor [6] we adopt to implement our turbo decoder is shown in

Fig. 1. The processor is divided into 6 clusters, forming a 4 � 6 2D mesh topology.

All of the clusters comprise 4 SIMD MIPS-like cores and several bank of

memories. The ISA of these MIPS-like cores are compatible with that of MIPS32

4KE series. Besides, each cluster on the four corners in Fig. 1 also contains an

execution array, which consists of many dedicated hardware accelerators, such as

FFT unit and accelerators for turbo decoding. A hybrid architecture of packet-

controlled circuit-switched network is used to globally connect all the cores, which

makes the NOC scalable and flexible.

3 Principles of turbo decoding

In this section, we will briefly review the principles of turbo decoding and the Max-

Log-MAP algorithm for 3GPP LTE. Basically, a turbo decoder consists of two

component SISO decoders and several interleavers. Each SISO decoder computes

the a posteriori information Le by using the channel received information Ls and

Lp, and the a priori information La. The a posteriori information then will be

used as the a priori information of the other SISO decoder after a permutation.

Then decoding process goes on iteratively. The branch metrics can be derived as

Eq. (1) if a BPSK modulation is applied [7].

�ðSk; Skþ1Þ ¼ 1

2
xð0Þk ðLaðukÞ þ LsðukÞÞ þ 1

2
xð1Þk LpðukÞ ð1Þ

Where uk and xðjÞk ðj 2 f0; 1g; xðjÞk 2 �1Þ denotes the k-th original information bit

and modulated bits, respectively. And the forward and backward state metrics can

be recursively computed as follows:

�ðSkÞ ¼ max
Sk�1
½�ðSk�1; SkÞ; �ðSk�1Þ� ð2Þ

�ðSkÞ ¼ max
Skþ1
½�ðSk; Skþ1Þ; �ðSkþ1Þ� ð3Þ

Fig. 1. Architecture of multi-core processor
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The log-likelihood ratio for the information sequence and the a posteriori infor-

mation will be as Eq. (4) and Eq. (5), where ξ is a scaling factor.

LLRðukÞ ¼ max
u:uk¼1

½�ðSkÞ þ �ðSk; Skþ1Þ þ �ðSkþ1Þ�

� max
u:uk¼0

½�ðSkÞ þ �ðSk; Skþ1Þ þ �ðSkþ1Þ� ð4Þ

LeðukÞ ¼ � � ðLLRðukÞ � LaðukÞ � LsðukÞÞ ð5Þ

4 Multi-core-based heterogeneous parallel turbo decoder

4.1 Overall architecture

The overall architecture of proposed turbo decoder is presented in Fig. 2. The

decoder is split into several heterogeneous sub SISO decoders, and globally

managed by a unit called Hub. The Hub unit, made up by two or more MIPS-

like cores, is realized by pure software and mainly in charge of data demultiplexing,

interleaving, and distributing/gathering data to/from the sub SISO decoders. The

data exchange and state synchronization between the Hub and sub SISO decoders

is through the global packet-circuit network. This kind of architecture is highly

scalable and can be efficiently deployed to the multi-core platform owing to the

NOC’s flexibility. For instance, up to 8 sub SISO decoders are employed to decode

the long codeword blocks for a low latency realization in our experiment.

A sub SISO decoder comprises two cores and two hardware accelerators. Each

accelerator is invoked by a core, making up a minimum decoding unit. Data

exchange between cores and accelerators is also through a packet-circuit network,

which is independent from the global one. Each codeword block is divided into

several to dozens of windows. The two decoding units of a sub SISO decoder work

simultaneously to decode one window, one processes forwardly and the other

backwardly. Note that both the cores and accelerators support SIMD operations.

This allows a maximum of four codeword blocks to be decoded simultaneously,

exploiting the parallelism in the turbo decoder level.

4.2 Optimized decoding algorithm

A sliding window scheme called Next Iteration Initialization (NII) [8] has been

widely employed in many turbo decoder implementations [9, 10] because it

requires no dummy backward metrics and guard windows compared to the conven-

tional algorithm. We further split a NII sliding window into two parts, each of

whom is decoded by a decoding unit. As previously depicted, the two decoding

units of a sub SISO decoder traverse a window from the opposite direction at the

same time. Now suppose decoding unit I in the Fig. 2 traverses forwardly at the

beginning, and unit II backwardly, computing α and β, respectively. After half an

window’s traversal, they exchange their metrics data, and traverse the same half-

window inversely, starting from where they were. In this duration, β and α will be

computed by unit I and unit II, respectively. Besides, the a posteriori information

Le will also be computed by both of the cores.

For simplicity, the optimized parallel algorithm for decoding unit I is depicted

as Algorithm 1. Note that step 3 and 4, 5 and 6, 12 and 13 are executed
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simultaneously, respectively. The algorithm for the other decoding unit is pretty

much the same, and is depicted as Algorithm 2.

Algorithm 1 Optimized decoding algorithm for decoding unit I

1: �½0�  alphaInitðÞ;
2: for k ¼ 1; k � w

2
; k ¼ k þ 1 do

3: �½k � 1�  gammaCalcðLsys½k � 1�; Lp½k � 1�; Le½k � 1�Þ;
4: gammaStoreToMemð�½k � 1�Þ;
5: �½k�  alphaCalcð�½k � 1�; alpha½k � 1�Þ;
6: alphaStoreToMemð�½k�;
7: end for

8: �½w
2
�  betaInitðÞ;

9: for k ¼ w
2
� 1; k � 0; k ¼ k � 1; do

10: �½k�  gammaLoadFromMemðÞ;
11: �½k�  alphaLadFromMemðÞ;
12: Le½k�  LeCalcð�½k�; �½k�; �½k þ 1�Þ;
13: �½k�  betaCalcð�½k�; �½k þ 1�;
14: end for

4.3 Hardware architecture of accelerator

Fig. 3 shows the hardware architecture of the proposed accelerator module. The

accelerator mainly consists of Branch Metric unit (BMU), State Metric unit (SMU),

LLR unit (LLRU) and LIFOs. The BMU computes branch metrics and stores them

to the LIFO when a decoding unit traverses a half-window for the first time. At the

second traversal, the metrics will be loaded from the LIFO. The SMU computes

different state metrics at different stages. Take the decoding unit I in Fig. 2 for

example, the SMU computes forward metrics and stores them to the LIFO at the

beginning traversal, and computes backward metrics at the second traversal. The

LLRU picks up data from LIFOs and the SMU buffer, and then computes the a

posteriori information immediately after state metrics are computed at the second

traversal.

Fig. 2. Overall architecture of the heterogeneous parallel turbo decoder
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Algorithm 2 Optimized decoding algorithm for decoding unit II

1: �½w�  betaInitðÞ;
2: for k ¼ w � 1; k � fracw2; k ¼ k � 1; do

3: �½k�  gammaCalcðLsys½k�; Lp½k�; Le½k�Þ;
4: gammaStoreð�½k�Þ;
5: �½k�  betaCalcð�½k�; �½k þ 1�Þ;
6: betaStoreð�½k�Þ;
7: end for

8: �½w
2
�  alphaInitðÞ;

9: for k ¼ w
2
; k � w � 1; k ¼ k þ 1; do

10: �½k�  gammaLoadðÞ;
11: �½k þ 1�  betaLoadðÞ;
12: Le½k�  LeCalcð�½k�; �½k�; �½k þ 1�Þ;
13: �½k þ 1�  alphaCalcð�½k�; �½k � 1�Þ;
14: end for

5 Result and comparison

A turbo decoder with 8 sub SISO decoders is implemented on the multi-core

processor platform by employing 20 cores and 16 accelerators in total, and the

processor is programmed by both C and assembly language, which mainly manages

the accelerators invocation and SIMD operations. The whole system has been

synthesized and simulated in a TSMC 65-nm CMOS LP technology. The decoding

throughput in bits per second can be computed as:

Thr ¼ Kbl � Nbl

Ttotal
ð6Þ

where Kbl is the length of a codeword block, Nbl is the number of codeword blocks

that can be decoded at one time, and Ttotal represents the total running time of

decoding process.

The proposed design is compared with some state-of-the-art turbo decoder

implementations in Table I. It’s obviously that the others suffer from problems of

Fig. 3. Hardware architecture of accelerator
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too low throughput or too high latency, or both. Take work in [5] for example,

although an excellent decoding throughput has been achieved, the decoding latency

is too long to be tolerated. We also can see that our design provides a trade-off

between latency and throughput. In addition, the heterogeneous turbo decoder

achieves an approximate speed-up rate of 800% compared to the unaccelerated

implementation through the same multi-core platform.

6 Conclusion

This paper proposes a compromise method for designing a parallel and reconfig-

urable turbo decoder by employing a multi-core processor platform. A modified

sliding windows algorithm is proposed to fully exploit the parallelism of turbo

decoder and a hardware module is also designed for the multi-core processor to

accelerate the decoding process. The results show that decoder can reach a

maximum throughput of 135Mbps at 6 iterations, which is about 8 times that of

an unaccelerated implementation by using the same multi-core platform. And it also

has advantages over the state-of-the-art implemented through GPUs or CPUs.
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Table I. Performance comparison with other works. The block length
is 6144 for all the works.

Work Platform Algorithm Iters
Latency
(µs)

Thr.
(Mbps)

[2] GTX 580 BR-SOVA 5 192 127.8

[3] GTX 680 EML-MAP 6 2657 37.0

[4] GTX 680 FPTD 36 403 18.7

[5] 2xE5-2680v3 ELM-MAP 6 3293 716.4

Ours
Multi-core

NOC Platform
Modified-MAP 6 182 135.0
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