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Efficient parallel semi-systolic array structure for multiplication
and squaring in GF(2m)

Atef Ibrahim1,2,3a), Usman Tariq1, Tariq Ahmad1, Ahmed Elmogy1,4, Yassine Bouteraa1,5, and Fayez Gebali3

Abstract In this paper, we develop an efficient parallel semi-systolic array
structure to concurrently compute multiplication and squaring operations
in the binary extension field, GF(2m), for efficient modular exponentia-
tions. The proposed array is well suited to VLSI implementation that it has
a regular structure as well as local communications between its processing
elements. The obtained results show that the proposed array structure
achieves a significant reduction in area-time (AT) complexity by at least
95.9% over the corresponding existing structures.
Keywords: semi-systolic arrays, modular multiplication, modular squar-
ing, hardware security, parallel processing
Classification: Integrated circuits

1. Introduction and related work

Finite field Modular exponentiation in GF(2m) is a critical
operation in cryptographic and error-correcting codes ap-
plications [1, 2]. This operation is mainly performed using
a sequence of finite field multiplication and squaring. Thus,
field multiplication can be considered the core operation for
the computation of modular exponentiation. As a result,
several field multiplier structures in GF(2m) are developed
[3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] to increase the
performance of this crucial operation. Unfortunately, these
structures impose a considerable area and time overhead,
which restricts them to use in many cryptographic appli-
cations, especially the resource-constrained ones.

The authors in [17] proposed a unified algorithm to
concurrently perform field multiplication and squaring in
GF(2m) based on the bipartite method. The proposed
algorithm is a regular iterative algorithm and enables the
parallel implementation of the two operations. The hard-
ware implementation of this algorithm has significantly
lower latency over the other hardware implementations
to perform both operations. Therefore, we will adopt this

algorithm in this research work to implement more efficient
parallel semi-systolic hardware structure.

Many systolic and semi-systolic array structures are
developed for simultaneously computing field multiplica-
tion and squaring in GF(2m). In [6], authors developed
a technique for combining both field multiplication and
squaring in a unified systolic array structure. This tech-
nique has the advantage of increasing the utilization of the
systolic array besides reducing its hardware overhead. In
[18], authors developed a unified parallel semi-systolic
array structure based on the Montgomery multiplication
algorithm in GF(2m) to concurrently compute field multi-
plication and squaring. In [19], authors developed a parallel
systolic array structure based on the unified algorithm
described in [17]. They proved that it has a lower latency
and critical path delay over the related systolic structures.

In this paper, we develop an efficient parallel semi-
systolic array structure to concurrently compute multipli-
cation and squaring in GF(2m) based on the bipartite multi-
plication method described in [17]. Comparing to the most
recent related work of [6, 18, 19], the developed array
structure has a significant reduction in both area and AT
complexities. This recommends the developed array struc-
ture for use in various resource-constrained cryptographic
applications.

The paper is organized as follows: Section 2 provides
a brief discussion about the adopted unified multiplication-
squaring algorithm. Section 3 describes the developed par-
allel semi-systolic array structure. Section 4 compares the
area and time complexities of the developed array structure
with the related structures. Section 5 concludes this work.

2. Unified multiplication and squaring algorithm in
GF(2m)

In this section, we briefly discuss the unified modular
multiplication and squaring algorithm over GF(2m) as the
details of this algorithm are previously given in [17, 19].

Suppose that FðxÞ be the irreducible polynomial used
to generate the finite field over GF(2m). Also, let CðxÞ and
DðxÞ be two arbitrary polynomial elements in GFð2mÞ. The
polynomials of FðxÞ, CðxÞ and DðxÞ can be represented in
the polynomial form as:

FðxÞ ¼
Xm
j¼0

fjx
j ð1ÞDOI: 10.1587/elex.16.20190268
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CðxÞ ¼
Xm�1
j¼0

cjx
j ð2Þ

DðxÞ ¼
Xm�1
j¼0

djx
j ð3Þ

where coefficients fj; cj; dj 2 f0; 1g.
Since x is a root of FðxÞ, xm modFðxÞ and

xmþ1 modFðxÞ can be defined as follows:

xm modFðxÞ ¼
Xm�1
j¼0

fjx
j ð4Þ

xmþ1 modFðxÞ ¼
Xm�1
j¼1

ðfm�1fj þ fj�1Þxj þ fm�1f0

ffi F 0ðxÞ ¼
Xm�1
j¼0

f0
jx

j ð5Þ

Let k ¼ bm=2c, l ¼ dm=2e; and assume that F 0ðxÞ is avail-
able in advance. The modular multiplication and squaring
can be given as:

PðxÞ ¼ CðxÞDðxÞmodFðxÞ

¼
Xm�1
i¼0

diCðxÞxi modFðxÞ

¼
 Xl�1

i¼0
d2iCðxÞx2i þ x

Xk�1
i¼0

d2iþ1CðxÞx2i
!
modFðxÞ ð6Þ

SðxÞ ¼ CðxÞCðxÞmodFðxÞ

¼
Xm�1
i¼0

ciCðxÞxi modFðxÞ

¼
 Xl�1

i¼0
c2iCðxÞx2i þ x

Xk�1
i¼0

c2iþ1CðxÞx2i
!
modFðxÞ ð7Þ

Equations (6) and (7) show that each of PðxÞ and SðxÞ
can be separated into two parts and can be expressed as
follows:

PðxÞ ¼ ðHðxÞ þ xGðxÞÞmodFðxÞ ð8Þ
SðxÞ ¼ ðVðxÞ þ xUðxÞÞmodFðxÞ ð9Þ

where,

HðxÞ ¼
Xl�1
i¼0

d2iCðxÞx2i modFðxÞ ð10Þ

GðxÞ ¼
Xk�1
i¼0

d2iþ1CðxÞx2i modFðxÞ ð11Þ

VðxÞ ¼
Xl�1
i¼0

c2iCðxÞx2i modFðxÞ ð12Þ

UðxÞ ¼
Xk�1
i¼0

c2iþ1CðxÞx2i modFðxÞ ð13Þ

From Eqs. (10), (11), (12), and (13), we can notice that
the common term CðxÞx2i modFðxÞ is required to compute
HðxÞ; GðxÞ; VðxÞ; UðxÞ. We define CiðxÞ ¼ Ci�1ðxÞx2 mod
FðxÞ where C0ðxÞ ¼ CðxÞ and 0 � i � l � 1. Then, based
on Eqs. (4) and (5), CiðxÞ can be defined as:

CiðxÞ ¼ Ci�1ðxÞx2 modFðxÞ

¼
Xm�1
j¼0

ci�1j xjþ2 modFðxÞ

¼
Xm�1
j¼0

ðci�1j�2 þ ci�1m�2fj þ ci�1m�1f
0Þxj ð14Þ

where C0 ¼ C, ci�1�2 ¼ ci�1�1 ¼ 0, and 1 � i � l � 1.
From Eq. (14), The coefficient of CiðxÞ, cij, can be

expressed as:

cij ¼ ci�1j�2 þ ci�1m�2fj þ ci�1m�1f
0 ð15Þ

where c0j ¼ cj, ci�1�2 ¼ ci�1�1 ¼ 0, and 1 � i � l � 1.
Using (15), we can represent HðxÞ; GðxÞ; VðxÞ; UðxÞ as

follows:

HðxÞ ¼
Xl
i¼1

d2ði�1ÞCi�1ðxÞ ð16Þ

GðxÞ ¼
Xk
i¼1

d2i�1Ci�1ðxÞ ð17Þ

VðxÞ ¼
Xl
i¼1

c2ði�1ÞCi�1ðxÞ ð18Þ

UðxÞ ¼
Xk
i¼1

c2i�1Ci�1ðxÞ ð19Þ

We can formulate the recurrence equations of HðxÞ;
GðxÞ; VðxÞ; UðxÞ as follows:

HiðxÞ ¼ Hi�1ðxÞ þ d2ði�1ÞCi�1ðxÞ ð20Þ
GiðxÞ ¼ Gi�1ðxÞ þ d2i�1Ci�1ðxÞ ð21Þ
V iðxÞ ¼ V i�1ðxÞ þ c2ði�1ÞCi�1ðxÞ ð22Þ
UiðxÞ ¼ Ui�1ðxÞ þ c2i�1Ci�1ðxÞ ð23Þ

where H0ðxÞ ¼ G0ðxÞ ¼ V 0ðxÞ ¼ U0ðxÞ ¼ 0, HiðxÞ ¼Pm�1
j¼0 hijx

j, GiðxÞ ¼Pm�1
j¼0 gijx

j, V iðxÞ ¼Pm�1
j¼0 vijx

j,
UiðxÞ ¼Pm�1

j¼0 uijx
j are the ith intermediate results.

The coefficients of HiðxÞ; GiðxÞ; V iðxÞ; U iðxÞ can be
represented recursively at step i as follows:

hij ¼ hi�1j þ d2ði�1Þci�1j ; for 1 � i � l ð24Þ
gij ¼ gi�1j þ d2i�1ci�1j ; for 1 � i � k ð25Þ
vij ¼ vi�1j þ c2ði�1Þci�1j ; for 1 � i � l ð26Þ
uij ¼ ui�1j þ c2i�1ci�1j ; for 1 � i � k ð27Þ

where h0j ¼ g0j ¼ v0j ¼ u0j ¼ 0 and 0 � j � m � 1. There is
no data dependency between the equations from (24) to
(27) and thus they can be executed simultaneously.

We still need to compute PðxÞ and SðxÞ to obtain the
results of modular multiplication and squaring, recursively.
Based on Eqs. (8) and (9), PðxÞ and SðxÞ can be computed
as follows:

PðxÞ ¼ ðHlðxÞ þ xGkðxÞÞmodFðxÞ

¼
Xm�1
j¼0

ðhlj þ gkm�1fj þ gkj�1Þxj ð28Þ
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SðxÞ ¼ ðV lðxÞ þ xUkðxÞÞmodFðxÞ

¼
Xm�1
j¼0

ðvlj þ ukm�1fj þ ukj�1Þxj ð29Þ

where gk�1 ¼ uk�1 ¼ 0.
The coefficients of PðxÞ, SðxÞ can be calculated as

follows:
pj ¼ hlj þ gkm�1fj þ gkj�1 ð30Þ
sj ¼ vlj þ ukm�1fj þ ukj�1 ð31Þ

where gk�1 ¼ uk�1 ¼ 0 and 0 � j � m � 1.

3. Proposed semi-systolic array architecture of the
unified algorithm

We applied the methodology previously described by the
first and last authors in [20, 21, 22, 23, 24] to extract the
proposed semi-systolic array structure. The methodology
can be applied in three steps as follows: 1) getting the data
dependency graph (DG) for the specified algorithm. 2)
allocating a time value to each node in the DG using a
specific timing or scheduling function. 3) mapping several
nodes of the DG to a processing element (PE) to form the
systolic/semi-systolic array [20, 25, 26, 27, 28, 29, 30].

The DG of the unified multiplication and squaring
algorithm over GFð2mÞ can be extracted from the recursive
Eqs. (15), (24), (25), (26), (27), (30), and (31). The ex-
tracted DG based on these equations is shown in Fig. 1.
The DG is represented in the two-dimensional integer
domain D due to the equations have two indices i and j.
The indices i, j indicates rows and columns, respectively.
The algorithm operations are represented by the circle
nodes. The DG is divided into two parts: the upper part
and the lower part. The upper part consists of the upper l

rows of the DG (rows with the light red nodes) and it
computes the coefficients of C, H, G, V, U according to
Eqs. (15), (24), (25), (26), (27), respectively. The lower
part consists of the last row of the DG (row with the brown
nodes) and it computes the coefficients of P and S accord-
ing to Eqs. (30), and (31), respectively. In the upper part of
the DG, the calculated intermediate results of hij, g

i
j, v

i
j and

uij besides the broadcasted inputs of fj and f0
j are indi-

cated by the vertical lines. The calculated intermediate
results of cij are indicated by the red lines. The input bits
c2ði�1Þ, c2i�1, d2ði�1Þ, d2i�1, along with the computed partial
bits ci�1m�2, c

i�1
m�1 are transmitted horizontally to all nodes in

the upper part of the DG. The initial input bits c0j, h
0
j , g

0
j,

v0j , u
0
j, c

0
j, fj and f0

j are fed to the nodes at the top of the
DG.

The outputs resulted from the upper part of the DG hlj,
gkj, v

l
j, u

k
j beside the broadcasted bits of fj are fed as input

to the lower part (the last row), as shown in Fig. 1, to
compute the output bits of pj and sj.

After applying the methodology formerly described in
[20, 23, 24, 25, 26], we get the scheduling vector S ¼ ½1 0�
and the projection vector P ¼ ½0 1�T to assign node timing
to the DG and map several nodes of the DG to a specific PE
cell, respectively. The resulted node timing of the DG is
shown in Fig. 2.

From Fig. 2, we can notice that the initial inputs of h0j,
g0j, v

0
j , u

0
j, c

0
j, and f, f0 are fed in parallel at the first time

step and the outputs of pj, sj are also available in parallel at
the last time step l þ 1 ¼ dm=2e þ 1. Fig. 3 displays the
produced semi-systolic array architecture resulted from
applying the projection vector P ¼ ½0 1�T to the DG. It
consists of m (PEj) PE cells and m (PSj) PE cells. PEj cells
compute hlj, g

k
j, v

l
j, u

k
j, which are used along with fj as

inputs to the PSj cells to compute pj and sj as shown in
Fig. 3.

Fig. 1. DG of the unified multiplication-squaring algorithm for m ¼ 5 Fig. 2. DG Node Timing. Each row assigned different time value.
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As Fig. 3 displays, input bits f, f0, and c0j are allocated
to each PEj cell and the resulted intermediate bits of C, are
pipelined between the PEj cells. Since the inputs of H (h0j),
G (g0j), V (v0j), U (u0j) are initialized with zero values, they
can be created by resetting the corresponding D-Latches.
The produced intermediate bits of hij, g

i
j, v

i
j, u

i
j are updated

internally within each PEj cell. Input bits c2i�2, c2i�1, d2i�2,
d2i�1, in addition to the resulted intermediate bits ci�1m�2 and
ci�1m�1 (produced from PEm�2 and PEm�2 cells, respectively)
are transferred to all PEj cells. The output bits of H, hlj, and
V, vlj, resulted from PEj cells are produced in parallel after
l ¼ dm=2e time steps, while the output bits of G, gkj, and U,
ukj, are produced in parallel after k ¼ bm=2c time steps. The
Tri-State buffers shown in Fig. 4 will control this timing
process. The output bits of P, pj, and S, sj, resulted from
PSj cells are produced in parallel after l þ 1 ¼ dm=2e þ 1

time steps. Therefore, the total time required to get the final
results is equal to dm=2e þ 1.

Fig. 4 displays the hardware details of each PEj cell. To
insure that the initial inputs of H, h0j , G, g

0
j , V, v

0
j , and U, u

0
j,

assigned zero values, the corresponding D-Latches (Dh, Dg,
Dv, and Du), in each PEj cell, should be cleared before the
iterations begin. It is important to notice that signals ci�1j

and ci�1j�1 shown in Fig. 4, represents the ci�1m�1 and ci�1m�2
input in the last PEm�1 cell as indicated in Fig. 3.

Fig. 5 displays the hardware details of each PSj cell.
Inputs fj, hlj, vlj, gkj�1, ukj�1, gkm�1, ukm�1 are used to
compute the multiplication and squaring outputs pj and
sj, respectively. fj, hlj, v

l
j, g

k
j�1, u

k
j�1 inputs are delayed by

one clock cycle through the corresponding D-Latches in-
side the PSj cell, while gkm�1 and ukm�1 inputs are previ-
ously delayed through the D-Latches (Dg and Du FFs)
indicated in Fig. 3.

The following summarizes the operation of the ex-
tracted semi-systolic array architecture.
1) At the first clock cycle i ¼ 1, Muxes inside PEj cells

are activated (Mc ¼ 1) to transfer the input bits of C,
c0j�1 and c0j. Also, input bits c0, c1, d0, d1 alongside
the bits c0m�2 and c0m�1 are transferred to all PEj cells.

2) At clock cycles 1 < i � l, Muxes inside PEj cells
transfer the intermediate bits of ci�1j�1 and c

i�1
j (Mc ¼ 0)

as pointed out in Fig. 3. ci�1j�1 signal passes to the next
PEj cell and ci�1j signal also passes to the next cell
bedside used inside the current cell to compute the
new intermediate values of hij, g

i
j, v

i
j and uij as shown

in Fig. 3. Also, input bits c2i�2, c2i�1, d2i�2, and d2i�1
alongside the bits ci�1m�2, c

i�1
m�1 are transferred to all PEj

cells, one bit at each clock cycle.
3) At clock cycle i ¼ k ¼ bm=2c, The Tri-State buffers

Tg and Tu passes the produced values of gkj and ukj.
4) At clock cycle i ¼ l ¼ dm=2e, The Tri-State buffers

Th and Tv pass the resulted values of hlj and vlj.
5) At the last clock cycle i ¼ l þ 1 ¼ dm=2e þ 1, the

inputs fj, hlj, v
l
j, g

k
j�1, u

k
j�1, g

k
m�1, u

k
m�1 of the PSj

cells will be used to compute the output bits of P, pj,
and S, sj, in parallel as shown in Fig. 3.

4. Complexity analysis

We used NanGate (15 nm, 0.8V) Open Cell Library to get
the area and worst-case intrinsic delay of the basic gates, 2-
to-1 MUX, and Latch. The worst-case intrinsic delay is
attained pertaining to the unit-derive strength of the open
cell library. The estimated area and delay for the basic cells
are given in Table I. The area of the basic logic cells is
given in terms of the 2-input NAND gate. The area and
delay complexities of the presented and related most recent
parallel systolic/semi-systolic designs [6, 18, 19] are given
in Tables II and III. We used the data in Table I to calculate

Fig. 3. Semi-systolic array architecture of the unified multiplier-squarer
algorithm.

Fig. 4. PEj cell. D-Latches are indicated with the square boxes.

Fig. 5. PSj cell. D-Latches are indicated with the square boxes.
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the total gate count (TGC) and total delay (TD) of the
developed and compared parallel systolic/semi-systolic
array structures in terms of the field size m as shown in
Tables II and III, respectively. TD is obtained from the
product of latency and the critical path delay (CPD). TA,
TX , and TMUX in Table III denote the delay of the 2-input
AND cell, the 2-input XOR cell, and the 2-to-1 MUX,
respectively. Table III also shows the Area-Time (AT)
complexity of each array structure. It is calculated for each
array by multiplying the corresponding TGC and TD.

From Table II, we notice that the compared array
structures have area complexity (TGC) of Oðm2Þ, while
the proposed array structure has area complexity of OðmÞ.
From Table III, we notice that the compared array structures
have AT complexity of Oðm3Þ, while the proposed array
structure has AT complexity of Oðm2Þ. This means that the
proposed array structure has a significant reduction in area
and AT complexities over the compared array structures.

Based on the analytical results gained in Tables II and
III, we can quantify the amount of area (A), computation
time (T), and AT for m ¼ 233 and m ¼ 409 as shown in
Table IV. The attained results indicate that the proposed
array structure has AT improvement over the compared
ones by at least 95.9%.

5. Summary and conclusion

This study proposes an efficient parallel semi-systolic array
structure to concurrently compute the unified multiplication
and squaring algorithm in GF(2m) for efficient modular
exponentiations. The developed array structure has a reg-
ular structure and local communications between process-
ing elements that make it more suited to VLSI implemen-
tation. The obtained results indicate that the proposed array
structure has a significant improvement in the area and AT
complexity over the most recent related work. This nom-
inates the proposed design for use in various resource-
constrained applications for security purposes.
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