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Abstract: A binobjective monocular optical module for single-chip
stereo imagers is proposed. The proposed optical module employs a
monocular structure to project a stereoscopic image. Using this struc-
ture, the base length can be made larger than the chip size, and the
optical module enables long-range measurement. Using the proposed
optical module, wide-range sensing equipment with single-chip stereo
vision LSI can be constructed with low cost. The optical modules and
stereo vision sensor LSI are prototyped, and a range measurement sys-
tem is constructed using these prototypes. By evaluation experiments,
the sufficient view angle and resolution of these modules are verified,
and range measurement can be performed using the proposed system.
Keywords: binobjective, monocular, range sensor, stereo vision, op-
tical module
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1 Introduction

Range measurement sensors are used in various fields such as automotive sys-
tems and robotics. These sensors can be classified into “active-type sensors”
such as millimeter-wave radar sensors [1, 2], and “passive-type sensors” such
as stereo vision sensors [2, 3, 4].

The power consumption and equipment cost of the millimeter-wave radar
sensor are disadvantages to its wide utilization. In the stereo vision sensor,
the power consumption can be reduced, but the following problems remain.

Figure 1 (a) shows a stereo vision sensor constructed with a pair of cam-
eras and a digital signal processor (DSP) [2]. In such a stereo image sensing
system consisting of two cameras, the long base length is designed easily
because there is no limit of the cameras’ arrangement. This base length indi-
cates the center spacing of two images. However, the equipment cost and the
assembly accuracy of each camera are disadvantages for practical use. The
assembly error of these cameras demands error correction processing with
the DSP.

Figure 1 (b) shows the stereo image sensing system consisting of a single
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Fig. 1. Comparison of conventional and proposed struc-
tures: (a) Twin camera system, (b) Single-chip
system, (c) Binobjective monocular system
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LSI that integrates two image sensors [3]. The equipment cost can be re-
duced, and high location accuracy is realized because it is based on the LSI
manufacturing accuracy. However, the base length is restricted by the chip
size; thus, the disadvantage of this system is its extremely short measurable
range.

To solve these problems, an optical module for single-chip stereo vision
sensor LSI is proposed. Figure 1(c) shows the proposed optical module.
This module employs a monocular structure to project stereo images on the
LSI [5]. This is realized by a structure that deflects the optical path to make
a long base length.

2 Structure of binobjective monocular optical module

As shown in Fig. 1 (c), the proposed binobjective monocular optical module is
configured with the following components: left and right concave binobjective
lenses, two angular adjustable plane mirrors, a prism mirror block, and a
monocular.

The incoming stereo images from the binobjective lenses are deflected
by each planar mirror, and projected on each specular surface of a prism
mirror. These images are reflected by the prism mirror, are focused by the
monocular, and are projected on two imagers in a single chip.

The objective lenses and a monocular are combined to form the image
reducer.

The angle of planar mirrors can be adjusted to control the convergence
angle.

Figure 2 (a) shows a sensing example of stereo vision range measurement
with solid-state image sensors; the convergence angle ¢ is 0 [deg]. The yellow
oval in Fig. 2 (a) shows a target object, and it is detected by the number “iL.”
pixel in the left sensor and the number “iR” pixel in the right sensor.

At that time, the distance to the object is “Djr4r” and its accuracy is
“ADjrr”; the detecting angle equals the view angle “0”. iL is always larger
than iR, so 1 <iL —iR < N —1. “Dijrir”, “ADjrir”, and “0” are expressed
by the following formulas.

BxfxN
wx (il —iR)’

0 = arctan (2><f>
w

B: base length, f: focal length of combination lens, N: number of pizels, w:

Dir—ir = AD;r,—ir = Dip—irt1 — Dir—ir-1,

width of image area

Figure 2 (b) shows the optical path of the proposed module. In the pro-
posed binobjective monocular optical module, the base length is designed
without the restriction of the imager spacing “L” that is limited by chip size;
it is realized by the optical deflection using mirrors and view angle expansion
using the image reducer structure.

By adjusting the planar mirrors, the offset between the image circle and
the image area is changed and the angle of incidence optical axis is changed
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Fig. 2. Stereo vision range measurement: (a) sensing ex-
ample of stereo vision range measurement, (b) Op-
tical path of proposed module, (c) Dy of stereo
vision system in Fig. 1

too. By this adjustment, the convergence angle is modified and it realizes
fine control of “D”.

However, in the proposed optical modular structure, there is a misalign-
ment of the incidence optical path and the normal line of the imaging area.

Therefore, focal blurring “df” occurs as shown in Fig. 2 (b).
df = w x sin(v))

Y angle between light axis and image area’s normal line

This is an inevitable problem of the proposed structure, but the adverse
effect of this problem is moderated by suitably designing system parameters
such as the resolution of the combined lens and the pixel pitch of the image
Sensors.

The binobjective monocular optical modules and stereo image sensor
LSI [5] are prototyped. Two types of optical modules were produced, B:
100 [mm] and B: 300 [mm]. In the LSI, image sensors, edge extractors, and
stereo disparity correlation processors are integrated. There are N: 64 [pixel]
photosensors arranged in w: 768 [um] in each left and right image sensor, and
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“L” is 1556 [pm)].
In these prototyped optical modules, the resolution “R” of the combined

“s” between the monocular

lens is 6 [pm], “df” is 0.13 [mm], and the distance
and the image sensor is 4.4 [mm]. In the prototyped vision sensor LSI, the
pixel pitch “§” is 12 [um]. When a focus is united centering on the image

circle, the effective resolution “Rr” is expressed by the following formula.

df 0.13
Rr_Rx<1+2—Xs>—6x(1+2x4'4>—6.1<6

The effective resolution is smaller than the pixel pitch. Thus, the focal
blurring of the prototyped system is within the permissible range; the lower
limit of ¢ is 6.1 [pm].

Figure 2 (c) shows a comparison of the systems shown Figs. 1 (a)~(c). Us-
ing the proposed binobjective monocular optical module, the long measure-
ment range and wide detection angle can be acquired using the single-chip

Sensor.

3 Measurement Result

The range measurement system is constructed using the prototyped optical
modules and prototyped sensor LSI, and evaluation experiments are con-
ducted.

View angle verification

The view angle of the range measurement system is verified as follows:
to capture the white cylinder (®: 60 [mm]) on the black background. Fig-
ure 3 (a) shows that the output image of these modules captured by a CCD
sensor, and the CCD camera view from the same point. Purple circles show
the image circles, and blue rectangles show the image areas of the prototyped
LSI.

In the results, the view angles of these range measurement systems are
19.3 [deg] for the B: 100 [mm]| module and 17.5 [deg] for the B: 300 [mm]| mod-
ule. It is proved that the range measurement systems have sufficient view
angles.

Resolution verification

The resolution of the range measurement system is verified by the CCD
area-image sensor. The pixel pitch of CCD is equal to the image sensors’
pixel pitch in the prototyped LSI. Figure 3 (b) shows the CCD image of an
object with width: 0.5 [m] and D: 50 [m], and the digital-camera view at the
same point.

This object is detected by one pixel. It is considered that the range
measurement system has a sufficient resolution that is smaller than §, and
it is proved that the optical modules project stereo images on image sensors
without any problems.

LST operation verification

The LSI operation is verified by the constructed range measurement sys-
tem. Figure 3 (c) shows the monitor output of the stereo disparity correlation
processing. The yellow lines show the edge line between the object and the
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Fig. 3. Result of measurement experiment: (a) View an-
gle verification, (b) Resolution verification, (c¢) LSI
operation verification

background, and the intersections of the yellow lines show the object loca-
tions.

The interval and position of edge lines are changing according to the
distance to the object, the object size, and the base length. It is proved that
image sensors, edge extractors, and stereo disparity correlation processors
operate by triangulation method.

4 Conclusion

The structure of binobjective monocular optical module was proposed in or-
der to realize a range measurement system with single-chip LSI. This module
has employed a structure that outputs long-base-length stereo images through
a monocular. With this optical module, we realized the single-chip integra-
tion of two image sensors and the cost reduction of the range measurement
system.

Binobjective monocular optical modules and a stereo image sensor LSI
were prototyped, and the range measurement system was constructed using
them. A measurement experiment was conducted, and sufficient results were

obtained.
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