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Abstract: In order to improve the performance and simplify the
structure of the conventional detectors in high density magnetic chan-
nels, a new equalizer based on bilinear recursive polynomial models,
which uses the previously estimated sequence, is proposed. The per-
formance is compared with the conventional equalizers and the max-
imum likelihood sequential detection bound. The simulation results
show that as the normalized recording density becomes higher the pro-
posed equalizer with much simpler structures shows the similar or bet-
ter performances compared to the partial response maximum likelihood
methods and the proposed equalizer is robust to the jitter noise.
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1 Introduction

Partial response maximum likelihood (PRML) detection method is most pop-
ular and plays an important role in magnetic recording systems. The PRML
detector consists of a partial response (PR) equalizer and a Viterbi detector
for the maximum likelihood detection. In general, a linear equalizer (LE)
based on the minimum mean square error (MMSE) using linear filtering
model is used for the PR equalizer.

Linear equalizers based on linear models have greatly contributed to sta-
tistical signal processing and respective theoretical and practical results are
well established [1]. In practice, nonlinear adaptive filtering often becomes
desirable if the considered systems have nonlinear characteristics. In mag-
netic recording systems, when the recording density is very high and there
are nonlinearities, the linear equalization method for PR channels has lim-
ited performance to compensate for distortions. Therefore, the ML procedure
becomes very complex and nonlinear signal processing techniques with mod-
erate complexity are indispensable.

Most popular nonlinear signal processing is Volterra series approach [2].
Volterra series or multivariate polynomial models are prohibitively complex
since they need a very large number of coefficients to completely character-
ize many nonlinear processes. Another nonlinear signal processing technique
is neural network-based approach. Neural networks can be one of the al-
ternative methods for channel equalization and signal reception because of
their inherent nonlinear architectures. Almost all the equalizers using neu-
ral networks show good performance over conventional equalizers while their
structures are also too complex.

In this paper, a nonlinear equalizer for high density perpendicular mag-
netic recording (PMR) channels is proposed based on a bilinear recursive
polynomial model. The bilinear polynomial model is widely used as an al-
ternative method to the volterra series or multivariate polynomial model [2].
Equalizers based on the bilinear polynomial model (BPE) show good perfor-
mance and have simple structures [3], and the nonlinear mapping capability
of a polynomial model is well investigated [4]. In order to improve the perfor-
mance and simplify the structure of the BPE, we apply a bilinear recursive
polynomial model to the PMR channel equalization problem and propose
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the bilinear recursive polynomial equalizer which is called the BRPE. The
BRPE uses the estimated output as its recursive input. The proposed BRPE
is applied to the high density PMR channels. Also the BRPE is compared
with the MMSE equalizer and the PRML detectors in terms of bit-error rate
(BER) obtained by simulations.

The rest of the paper is organized as follows: The perpendicular magnetic
recording system is given in Section II and the proposed BRPE is presented
in Section III. Section IV provides simulation results. Section V concludes
the paper.

2 Perpendicular magnetic recording system [5, 6, 7]

In the nonlinear read channel model for the PMR systems, user data are
encoded by a run-length limited (RLL) code and the precoded sequence,
a(k) ∈ {−1, +1}, of the RLL code at time kis recorded on the disk. The
magneto-resistive (MR) head produces an output voltage in regions of con-
stant magnetic polarity, and a zero output voltage at magnetic transitions.
The isolated transition response for the PMR channels can be approximated
by the hyperbolic-tangent function

s(t) = A · tanh

(
2t

0.579π · T50

)
, (1)

where A is the zero-to-peak amplitude and T50 is the time width required
from s(t) to rise from −A/2 to +A/2. When Tb is the recording bit duration,
the normalized recording density, K, is defined as K = T50/Tb.

The noise in PMR can be modeled as a mixture of additive white Gaus-
sian noise (AWGN) and media noise, which is assumed to be transition-jitter
dominated noise. Therefore, an RLL-encoded nonreturn-to-zero (NRZ) se-
quence ak of {+1,−1} is scaled by 1/2 and convolved with the dibit response
h(t) = s(t) − s(t − Tb). Then the readback signal r(t) is given by

r(t) =
∞∑

k=−∞
a(k)h(t − kTb) + n(t), (2)

where n(t) ≡ nj(t)+nw(t), nj(t) ≡
∑∞

k=−∞ d(k)s′(t−kTb), d(k) ≡ �k(a(k)−
a(k − 1)) is a random noise sequence, and s′(t) is the derivative of s(t). Also
nj(t) and nw(t) represent AWGN and jitter noise, respectively. The sampled
sequence of the readback signal r(t) is the input of an equalizer and detector.
The channel signal-to-noise ratio (SNR) is defined as

SNR = 10 log10

(
A2

σ2
n

)
, (3)

where σ2
n = σ2

w + σ2
j ||s′(t)||2, σ2

w is the power of AWGN within a bandwith
of 0.5/Tb and σ2

j is the power of the jitter noise.

3 Equalizer using bilinear recursive polynomial model

The simplified PMR system in Section II can be transformed into an equiv-
alent communication system model with the BRPE as shown in Fig. 1. Let
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a(k) be a binary phase shift keying (BPSK) modulated symbol at time k,
then the sampled readback signal r(k) at time k, which is the feedforward
(FF) input of the BRPE, is given by r(k) =

∑
n h(n)a(k − n) + n(k), where

h(n) is the total impulse response of the PMR channel and n(k) is the noise
which includes AWGN and jitter noise as in (2).

The number of taps for the FF section and that for the feedback (FB)
section are denoted by N00 and N01, respectively. The input to the FF section
is r(k) = [r(k), r(k − 1), · · · , r(k −N00 + 1)]T , where r(k) is an noisy output
of the channel. The input to the FB section is ŝ(k−1) = [ŝ(k−1), · · · , ŝ(k−
N01)]T . The value ŝk−1 represents the estimated value of the equalizer output
at time k − 1, such as

ŝ(k − 1) = sgn (y(k − 1)) =

{
−1, if y(k − 1) < 0
1, if y(k − 1) ≥ 0,

(4)

where

y(k) =
N01∑
j=1

αj(k)ŝ(k−j)+
N00−1∑

i=0

N01∑
j=1

βij(k)ŝ(k−j)r(k−i)+
N00−1∑

i=0

γir(k−i), (5)

where αj , βij and γi are the weights of the previously estimated signals, mul-
tiplications of previously estimated signals and the received signals, and the
received signals, respectively. The weights of the BRPE can be trained by
many ways. Among them, the steepest descent gradient-based weight updat-
ing algorithm of the BRPE at time k+1 for 1 ≤ j ≤ N01 and 0 ≤ j ≤ N00 is
given by as follows:

αj(k + 1) = αj(k) + μb

(
1 − y2(k)

)
e(k)ŝ(n − j), (6)

Fig. 1. Proposed BRPE with N00 = 3 and N01 = 2 in a
simplified digital communication system.
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Fig. 2. Eye diagrams of (a) MMSE and (b) BRPE when
K = 1.6, SNR = 19 dB and AWGN : jitter noise
= 70 : 30 in the PMR systems.

βij(k + 1) = βj(k) + μc

(
1 − y2(k)

)
e(k)ŝ(n − j)r(k − i), (7)

γi(k + 1) = γi(k) + μb

(
1 − y2(k)

)
e(k)r(n − i), (8)

where e(k) = d(k)− y(k) where d(k) is the training sequence and μα, μβ and
μγ are the learning rate parameters for αj(k), βij(k) and γi(k), respectively.
Therefore the total number of weights for the BDFE is N00(N01)+N00+N01.

4 Simulation results

In our simulation, we use 25 MMSE equalization taps and BRPE with N00 =
10, N01 = 5 and μα = μβ = μγ = 10−4 in the PMR channels. The BER
performance of the proposed BRPE is compared with the MMSE and PRML
in [8]. As the authors’ know, the PRML method in [8] has the best BER
performance in the PMR channels.

Fig. 2 shows the eye diagrams for the MMSE equalizer in (a) and the
BRPE in (b), respectively, when the recording density K = 1.6, the SNR is
19 dB, and the ratio of the power of AWGN to the power of the jitter noise
is 70 : 30 in the total noise n(t) of (2). These results show that the output
signals of BRPE are clearer than those of MMSE in the same PMR systems.

Fig. 3 (a) shows the required SNRs to obtain the BER of 10−3 for the
BRPE, PRML[4752][−1 1], and PRML[1672] as the ratio of the jitter noise in
the noise of (2) increases when the recording density K = 1.6. It can be seen
from Fig. 3 (a) that the BER performances of BRPE are always better than
the PRML[4752][1 −1]. Compared to the PRML[1672], the BRPE shows the
worse BER performances when there is small amount of the jitter noise while
the BRPE shows the better BER performances when the ratio of the jitter
noise increases. When the recording density K = 1.9 and the ratio of AWGN
to the jitter noise is 70 : 30, Fig. 3 (b) shows the BER performances of the
MMSE, BRPE, PRML[4752][−1 1], and PRML[1672]. The BRPE shows the
better or similar BER performances compared to the PRML methods.c© IEICE 2009
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Fig. 3. (a) Required SNRs for the PRML methods and
the proposed BRPE when K = 1.6 according to
various jitter ratios and (b) BER performances
of the MMSE, PRML and BRPE methods when
K = 1.9 and AWGN : jitter noise = 70 : 30 in the
PMR systems.

5 Conclusions

In order to enhance the performance of the conventional linear equalizers, the
BRPE based on bilinear recursive polynomial model is proposed. Through
simulation results it was found that the proposed BRPE with a moderate
complexity is capable of augmenting the BER performances of the other lin-
ear equalizers. Despite of low complexity, the performance of BRPE is anal-
ogous to the PRML[1672] which is more complex than the proposed BRPE.
The BER performances of the BRPE are obtained from only the equaliza-
tion procedure while the BER performances of the PRML methods are ob-
tained from the PR equalization by the linear equalizer and ML detection
procedures. Therefore, the proposed BRPE is a feasible alternative to the
equalization method for PMR systems. In addition, when we use the BRPE
as the PR equalizer instead of the conventional PR linear equalizer for the
conventional PRML methods, we could get a better BER performance than
the conventional PRML methods. The BRPE equalizer can be adopted as
the PR equalizer for the PRML if the channel for the BRPE is changed to
the PR target channel.
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