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Abstract: This letter presents a novel multimodal biometric recog-
nition algorithm based on complex kernel principle component analy-
sis (CKPCA). CKPCA generalizes kernel principle component analysis
(KPCA) method for complex field to perform feature fusion and classi-
fication. Iris and face are used as two distinct biometric modals to test
our algorithm. Experimental results show that the proposed algorithm
achieves much better performance than other conventional multimodal
biometric algorithms.
Keywords: multimodal biometric recognition, feature fusion, com-
plex field
Classification: Science and engineering for electronics

References

[1] A. Rattani, D. R. Kisku, M. Bicego, and M. Tistarelli, “Robust Feature-
Level Multibiometric Classification,” Proc. Biometric Consortium Conf.,
pp. 1–6, 2006.

[2] Y. Yao, X. Jing, and H. Wong, “Face and Palmprint Feature Level Fusion
for Single Sample Biometrics Recognition,” Neurocomputing Lett., vol. 70,
no. 7-9, pp. 1582–1586, 2007.

[3] J. Yang, J. Y. Yang, D. Zhang, and J. F. Lu, “Feature fusion: parallel
strategy vs. serial strategy,” Pattern Recognition, vol. 36, no. 6, pp. 1369–
1381, June 2003.

[4] J. Yang, J. Y. Yang, and A. F. Frangi, “Combined Fisherfaces framework,”
Image and Vision Computing, vol. 21, no. 12, pp. 1037–1044, Nov. 2003.

[5] B. Scholkopf, A. Smola, and K. R. Muller, “Nonlinear component analysis
as a kernel eigenvalue problem,” Neural Computation, vol. 10, no. 15,
pp. 1299–1319, 1998.

[6] L. Ma, T. N. Tan, Y. H. Wang, and D. X. Zhang, “Personal Identification
based on Iris Texture Analysis,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 25, no. 12, pp. 1519–1533, Dec. 2003.

[7] M. Turk and A. Pentland, “Face recognition using eigenfaces,” Proc. IEEE
Computer Vision and Pattern Recognition, pp. 586–591, June 1991.

[8] ISO/IEC 19795-1:2006 Information technology - Biometric performance
testing and reporting - Part 1 : Principles and framework.

c© IEICE 2009
DOI: 10.1587/elex.6.1131
Received May 07, 2009
Accepted July 22, 2009
Published August 25, 2009

1131



IEICE Electronics Express, Vol.6, No.16, 1131–1136

1 Introduction

Along with match score level and decision level, one important branch of mul-
timodal biometrics is to perform fusion in feature level which derives the most
discriminative information from original multiple feature sets and eliminate
the redundant information resulting from the correlation between different
feature sets. In general, there are two basic modes for feature level fusion: se-
rial rule [1] and weighted sum rule [2]. However, the serial rule based methods
would increase computation cost due to the high dimension of the fusion fea-
tures. And there is no general guiding principle to select the weighted value
in practice for the weighted sum rule. Recently, Yang [3, 4] proposed the
“combined Fisherface” method which involved the complex Fisher classifier
for face recognition. Nevertheless, it only showed its advantage in multiple
feature representation fusion of unimodal biometrics.

Aiming to the multimodal biometrics in feature level, this letter presents
the complex kernel principle component analysis(CKPCA) based fusion al-
gorithm which generalizes kernel principle component analysis(KPCA) [5] in
complex filed. By combining two distinct features into a complex vector,
the proposed algorithm achieves multimodal feature fusion with remarkable
system performance. Furthermore, iris and face are used as two distinct bio-
metric modals to test our algorithm. The key characteristics are as follows:
(1) Two distinct feature sets are fused by a complex vector and construct a
unitary space; (2) CKPCA is used to resolve the classification problem of the
unitary space and ensure the availability of the proposed method; (3) Our
algorithm employs z-score normalization model to eliminate the unbalance
on the order of magnitude and the distribution of two feature sets, which
makes the system more accurate.

2 Proposed algorithm

In this section, we propose the complex kernel principle component analysis
(CKPCA) method and present the process of feature fusion and classification.

2.1 CKPCA
The initial motivation of CKPCA is to map the samples into a potentially
much higher dimensional space by a nonlinear mapping and perform PCA in
this nonlinear space. In our method, the sample space is a given subspace of
complex field. Let Cd be the sample space, we define the inner product for
Cd as follows

< α, β >= αHβ ∀α, β ∈ Cd (1)

where H is the denotation of conjugate transpose. It can be easily proved that
Cd is a unitary space as this inner product satisfies the following properties:

1. < α, β >= < β, α >;

2. < α, α >≥ 0 where < α, α >= 0 ⇔ α = 0;
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3. < k1α1 + k2α2, β >= k1 < α1, β > +k2 < α2, β > ∀α1, α2, β ∈ Cd,
where k1, k2 are any two real numbers.

First of all, a nonlinear mapping φ is used to map the sample space Cd

into the nonlinear space F

φ : Cd → F

x �→ φ(x)
(2)

Then perform PCA in the nonlinear space F . Suppose there are M training
samples x1, x2, · · · , xM , we construct the total scatter matrix in the nonlinear
space F

ST =
1
M

M∑
i=1

(φ(xi) − φ̄)(φ(xi) − φ̄)H (3)

where φ̄ = 1
M

∑M
i=1 φ(xi). However, it is difficult to do so directly because of

the high dimension of the nonlinear space F . Fortunately, kernel tricks can
avoid this computation by the following rule

k(xi, xj) =< φ(xi), φ(xj) >= φ(xi)Hφ(xj) (4)

where k(·) denotes the kernel function. In this method, the explicit mapping
φ is not required. Three classes of kernel functions widely used in kernel
classification are polynomial kernels, Gaussian kernels and sigmoid kernels.
Our algorithm adopts polynomial kernel function which can be represented
as

k(xi, xj) = (xi · xj)r (5)

where r is a constant.
Our goal is to compute the eigenvalues and the corresponding eigenvec-

tors of ST . Singular value decomposition (SVD) technique is also adopted
to reduce computational effort derived from the high dimensional nonlinear
space F . Define the matrix Q = [φ(x1), φ(x2), · · · , φ(xM )], and form the
matrix R̃ = QHQ whose elements can be computed as follows

R̃ij = φ(xi)Hφ(xj) = k(xi, xj) (6)

Then centralize R̃ as

R = R̃ − 1M R̃ − R̃1M + 1M R̃1M (7)

where 1M denotes a M × M matrix whose elements are all equal to 1/M .
From Eq. (6) and (7), it can be known that R is a semi-positive definite
Hermite matrix. So the eigenvalues of R are all nonnegative real numbers [3].
Suppose u1, u2, · · · , un be the eigenvectors of R corresponding to n largest
eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn. Then, by SVD technique, the eigenvectors
w1, w2, · · · , wn of ST corresponding to n largest eigenvalues λ1, λ2, · · · , λn are

wi =
1√
λi

Qui i = 1, 2, · · · , n (8)c© IEICE 2009
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By projecting the mapped vector φ(x) onto the eigenvector wi, we can obtain
the ith projection component

yi = wH
i φ(x) = 1√

λi
uH

i QHφ(x)

= 1√
λi

uH
i [k(x1, x), k(x2, x), · · · , k(xM , x)]T

(9)

So the CKPCA-transformed projection vector Y of the sample x is composed
as Y = (y1, y2, · · · , yn)T .

2.2 Feature fusion and classification
Let a = (a1, a2, · · · , ad1) and b = (b1, b2, · · · , bd2) be two feature vectors de-
rived from two biometric modals respectively, CKPCA first combines them
into a complex vector x = a + ib (i is the denotation of imaginary unit). If
the dimensions of a and b are not equal, pad the smaller dimensional one
with zeros until its dimension is equal to the other’s. Hence, the dimension
of the fusion feature is d = max{d1, d2}. Under the inner product as Eq. (1),
the fusion feature vectors construct the unitary space Cd. Then we perform
CKPCA in Cd as follows:

Step 1: Construct the kernel matrix R̃ using the polynomial kernel
function based on Eq. (6);

Step 2: Centralize R̃ as R based on Eq. (7);

Step 3: Compute the eigenvectors u1, u2, · · · , un of R corresponding to
the n largest eigenvalues λ1, λ2, · · · , λn;

Step 4: transform the eigenvectors w1, w2, · · · , wn of ST based on Eq. (8);

Step 5: Project φ(x) onto wi and calculate the projection vector Y

based on Eq. (9).

Finally, the minimum distance is employed. Note that the measurement in
unitary space can be defined as ||z|| =

√
zHz. Correspondingly, the distance

between the complex vector z1 and z2 can be computed as

||z|| =
√

(z1 − z2)H(z1 − z2) (10)

Based on this distance, we can perform classification in unitary space.

Fig. 1. The flow of the proposed algorithm
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3 Experiments

In this letter, iris and face are observed as two distinct biometric characteris-
tics to test our algorithm. For iris, 2D even Gabor [6] is taken as the feature
extractor. Principle component analysis (PCA) [7] extracts the statistical
feature of face. In order to eliminate the differences in the order of magni-
tude and the distribution between two distinct feature sets derived from iris
and face, we use z-score model [4] to normalize two feature sets before fusion.
The flow of the above procedure is illustrated in Fig. 1.

Table I. Comparison result of EER (%)

Methods Experiment I Experiment II
Iris recognition 3.11 3.33
Face recognition 7.79 28.33
Serial rule 1.94 1.67
Sum rule 4.22 9.63
Weighted sum rule 2.5 5.54
Combined Fisherface 8.36 12.33
Our algorithm 0.06 2.22e-16

The experiments were performed on CASIA iris image database (ver.1.0)
and two face databases (ORL database and Yale database). Two experi-
ments were conducted: Experiment I fuses CASIA iris features with ORL
face features, where M = 40 × 3 and 4 samples per class were taken as the
testing sets; Experiment II fuses CASIA iris features with Yale face features,
where M = 15 × 3 and 4 samples per class were selected as the testing sets.
Our goal is to compare our algorithm with two unimodal biometrics charac-
teristics (iris [6] and face [7]), and other three fusion approaches: serial rule,
weighted sum rule and combined Fisherface [4]. And sum rule can be taken
as a special case of weighted sum rule to experiment.

Fig. 2. DET curve of experiment I
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False match rate (FMR) and false non-match rate (FNMR) are more suit-
able to evaluate the performance of the algorithms in an off-line technology
test [8] and therefore are used as the performance parameters of the proposed
algorithm in this letter. Furthermore, equal error rate (EER) is taken as an-
other parameter to evaluate the performance of our algorithm. Compared
with serial rule, sum rule and weighted sum rule, CKPCA can be also con-
sidered as a feature selector to remove more redundancy of features before
the fusion step. Besides, combined Fisherface focuses on the linear features
of multiple representation of unimodal biometrics. However, potential non-
linear factors are imported in sample collection and feature extraction, such
as illumination and distortion. CKPCA inherits the good distinguishability
of nonlinear features from kernel tricks. So CKPCA is superior to complex
Fisher. Fig. 2 and Fig. 3 show the DET curves of experiment I and experi-
ment II respectively. And Tab. I gives the comparison result of EER. From
these experiments, it can be obviously found that our algorithm not only
exceeds the performance of unimodal biometrics, but also outperforms the
other four fusion approaches.

Fig. 3. DET curve of experiment II

4 Conclusion

A new multimodal biometric recognition algorithm based on CKPCA is pre-
sented. CKPCA combines two distinct feature vector sets into a complex
vector set and obtain the projection vectors by performing PCA in the high
dimension space of complex field. The experimental results demonstrate that
the proposed algorithm outperforms two unimodal biometrics and other four
conventional fusion schemes.
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