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Abstract: The NoC paradigm is one, if not the only one, fit to en-
able the integration of an exceedingly large number of computational,
logical and storage blocks in a single chip. This paper presents a novel
technique called CGMAP, which finds a mapping of the vertices of a
task graph to the tiles of a mesh based NoC architecture. The pro-
posed algorithm is basically a genetic algorithm, which takes the ad-
vantages of the chaotic systems by using them instead of the random
processes in the GA. Experimental results show that the proposed algo-
rithm performs as well as the previously proposed mapping algorithms
considering some performance indexes such as hop distance, energy
consumption, and latency ratio.
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1 Introduction

The growing complexity of embedded multi-processor architectures will soon
require highly scalable communication infrastructures. There are many rea-
sons why traditional bus-based shared medium architectures will not be suit-
able anymore, including high signal propagation delays, signal integrity is-
sues, and etc. The Network-on-Chip architecture provides the communication
infrastructure for the resources. In this way it is possible to develop the hard-
ware of resources independently as stand-alone blocks and create the NoC
by connecting the blocks as elements in the network [1]. There are many
different ways to design a NoC, depending on the network architecture and
protocol choice. We choose a two dimensional mesh interconnection, which is
very simple from a layout perspective, and the local interconnections between
resources and switches are independent of the size of the network. Moreover,
routing in a two dimensional mesh has proved to be a simple task, resulting
in potentially small switches, high bandwidth, short clock cycle, and overall
scalability.

In this paper, we present a new algorithm for mapping IP cores on the
tiles of a mesh-based NoC. Since the mapping problem is an NP-hard one [2],
we attempt to develop a technique to obtain an optimal approximation of the
desired performance indexes (delay, energy consumption, etc.). The Chaos-
Genetic Algorithm (CGA) presented in [3], seems to have the potential to
achieve this goal.

2 Problem description

The input of the CGMAP algorithm is a directed task graph G(V, E) in which
every vi ∈ V denotes a processing element or a memory unit (generally an IP
core), and a directed edge ek = (vi, vj) denotes a communication trace from
the source node vi to the destination node vj . The weight of the edges w(ek)
usually refers to the communication cost between two corresponding nodes.

A mesh-based topology of NoC is defined by T (U, L) where each vertex
ui ∈ U denotes a node in the topology and each li ∈ L denotes a physical link
between two vertices. The weight of a link w(lk) represents the bandwidth
available across the link lk.

The problem of mapping IPs concerns selecting IPs from the task graph
and assigning them to tiles of the NoC architecture. CGMAP combines the
two ideas of genetic algorithms and chaotic systems. Genetic Algorithms can
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find feasible solutions in a very short time and using chaotic sequences leads
to more effective search.

3 CGMAP algorithm

In this section, we present our chaos-genetic-based algorithm CGMAP. Rep-
resenting the solution is simplified by the fact that the genes in our problem
can only take real values between 1 and n. The value of n is proportional to
the number of tiles in the mesh. The length of each chromosome, however,
depends on the number of nodes in the communication task graph. Fig. 1
exhibits the process of mapping a task graph into a tile based 2-D mesh.

In a 3 × 3 mesh, for instance, a chromosome is formed by 9 genes, each
taking a value between 1 and 9. When numbering the mesh tiles as it is
shown in Fig. 1, the value of the i-th gene in a solution represents the place
of the i-th IP core in mesh.

Fig. 1. The process of mapping a task graph into a 2-D
mesh

Population size is another important parameter. In an actual application,
it would be common to have somewhere between a few dozen and a few
hundred individuals. For the purposes of this problem, however, we assume
that our first population consists of 100 individuals.

The next step is to initialize the population, which is usually done ran-
domly. Therefore, a random number generator is utilized to assign values
between 1 and n, to each of the n positions in each of the 100 individuals.
Then the chaotic mapping operator is applied to each individual in the ini-
tial population in order to create a chaotic population. The chaotic mapping
operator will be discussed in detail, in the next section.

At this stage, the fitness of all 200 individuals is evaluated. The fitness
value is often proportional to the output value of the function being opti-
mized. Since data always take the shortest distance in the network and there
often exist more than one such path for data going from node vi = (xi, yi) to
vj = (xj , yj), we estimated this distance as:

hd(ek) = (|xi − xj | + |yi − yj |) (1)
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Fig. 2. (a) Two-point crossover (b) Crossover and inver-
sion

and defined the fitness function as follows:

F =
∑

∀ek
w(ek)hd(ek) (2)

Elitism is incorporated into the algorithm by transferring the single fittest
individual directly to the next generation.

Crossover is performed on randomly selected individuals according to a
varying probability. In order to improve the performance of CGMAP different
types of crossover are integrated into the algorithm. Fig. 2 demonstrates two
examples of the crossover operations used in CGMAP. Finally, for mutation,
as in the case of crossover, the probability can vary widely according to
the application. However, in our proposed algorithm a constant mutation
rate (0.01) is applied. The new population is now ready for another round
of crossover, and mutation, producing yet another generation. So the initial
population is replaced by these newly generated individuals. Obviously, more
generations are produced until the stopping condition (a maximum number of
generations k) is met. The fittest chromosome is thus returned as a solution.

3.1 Chaotic mapping operator
Recently, the idea of using chaotic systems instead of random processes has
been noticed in several fields. One of these fields is optimization theory.
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In random-based optimization algorithms, the role of randomness can be
played by chaotic dynamics. Experimental studies assert that the benefits of
using chaotic instead of random signals are often evident although it is not
mathematically proved yet [6]. For example in genetic algorithms, chaotic se-
quences increase the value of some measured algorithm-performance indexes
with respect to random sequences.

The evolution process of the chaotic variables could be defined through
the following equation:

cx
(k+1)
i = 4cx

(k)
i

(
1 − cx

(k)
i

)
, i = 1, 2, . . . , n (3)

In which cxi is the i-th chaotic variable and k and k+1 denote the number
of iterations. Note that values of cxi, are distributed in the range of (0,1). In
order to perform the chaotic mapping, the following procedure is proposed:

1. Divide the interval (0,1) to n equal sub-intervals (n denotes the number
of tiles in mesh), of which the lower limit [a1, a2, . . . , an] is represented
by vector a, and the upper limit [b1, b2, . . . , bn] by vector b.

2. The value of each gene in the first randomly produced population is
mapped to new values of xi in the range of (0,1), so that xi ∈ (ai, bi).

3. These values of x
(1)
i , i = 1, 2, . . . , n are linearly mapped using the op-

erator
cxi =

1
bi − ai

(xi − ai) (4)

4. The next iteration chaotic variables cx
(2)
i , will be produced through

applying Eq. 4 to cx
(1)
i , values, generated in the previous step.

5. The chaotic variables cx
(2)
i , are then used to produce x

(2)
i , using

x
(2)
i = ai + cx

(2)
i (bi − ai), i = 1, 2, . . . , n (5)

Note that, x
(2)
i has a value between 0 and 1, and it should be mapped

to a value between 0 and n in order to be used in our algorithm. Thus, we
can continue to produce the values of x

(2)
i for each chromosome, through the

operators defined in Eqs. (4–6).

4 Experimental results

In this section, we present the results of the execution of CGMAP on two
benchmark applications, Video Object Plane Decoder (VOPD) with 16 IP-
cores and 20 links and MPEG-4 decoder with 12 nodes and 13 links. After-
wards we compare these results with those of previous mapping algorithms
such as NMAP [7], BMAP [8], PBB [9], etc. using the same routing and
scheduling characteristics.

Table I. (a) shows that, our proposed algorithm performs as well as NMAP,
PBB and BMAP considering their communication costs. In fact, in case
of MPEG-4 decoder, CGMAP achieves lower communication cost than the
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other algorithms. The obtained results have been modeled and simulated
by NS-2, and parameters such as energy consumption, hop distance and la-
tency rate, have been calculated for NMAP and CGMAP. The distance vector
routing algorithm is used to detect the path in NS simulator and the net-
work traffic is created by Exponential and Pareto distributions. A queue with
the length of 2 with a FIFO timing mechanism is specified for each external
port of a switch. The amount of the injected traffic is gradually increased
from 27% to 100%. Table I. (b), demonstrates a comparison between the hop
counts of the three most efficient mapping algorithms for two benchmark ap-
plications. The table shows that the hop number is decreased to 0.98 in the
first application (MPEG-4). But there is a very slight rise (0.008) in the hop
number in the case of the second application (VOPD) compared to NMAP.

Because NMAP has a great performance in [7], it is adopted as a ref-
erence point to judge our approach. Table I. (c), (d) shows the simulation
results of CGMAP compared with NMAP. Since CGMAP is mainly based on
genetic algorithms, therefore different results may be obtained each time the
algorithm is executed. We use the average result obtained after 20 times of
executing the algorithm on a specific application. As is shown in Table I. (c),
(d) using CGMAP reduced the energy consumption and latency for MPEG-4,
especially in higher traffic loads.

In order to evaluate the time complexity of CGMAP, let n be the number
of nodes in the task graph, e be the number of edges in the task graph, c and
k be the constants related to the GA’s design defining the population size and
the number of generations. Since CGMAP is based on Genetic Algorithm
therefore, its complexity depends on the complexity of the fitness function
which is described in section 3. The complexity of the fitness function is
calculated as θ(c × e × n2).

Besides, the fitness function will be iterated k times, equal to the max-
imum number of generations, to reach the optimal solution. Therefore the
complexity of the algorithm is estimated as:

O(k(c × e × n2)) (6)

NMAP costs more than O(n4 log(n)) computation time to do its short-
est path optimization and get the best result [8], which is greater than the
complexity of CGMAP.

5 Conclusion

In this work we introduce the novel idea of combining the two concepts of
genetic algorithms and chaotic sequences to solve the mapping problem in
NoC. The proposed algorithm CGMAP, appears to work as well as the most
efficient mapping algorithms introduced in the previous works. However the
results are highly dependent on the encoded scheme and the crossover and
mutation operators being used. CGMAP utilizes the characteristics of the
chaotic variable to distribute the individuals of subgenerations ergodically in
the defined space and thus avoid the premature convergence of the individuals
in the subgenerations.
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Table I. (a) Comparison between the communication costs
of six mapping algorithms (b) Hop count table (c),
(d) Simulation results of NMAP and CGMAP for
MPEG-4
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Experiments carried out on real applications (an MPEG-4 encoder/de-
coder system and VOPD application) confirm the efficiency, lower time com-
plexity and scalability of the proposed approach.

The idea of using the advantages of chaotic sequences combined with
other heuristic algorithms such as Particle Swarm (PSO), Branch and Bound,
and etc. to gain more efficient results in similar problems, can be a good
implication for the future studies in this area.
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