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Abstract: The challenge of conventional parametric model-based
wavelet image denoising approaches is that the efficiency of these meth-
ods greatly depends on the accuracy of the prior distribution used for
modeling the wavelet coefficients. To tackle the above challenge, a
non-parametric statistical model is proposed in this paper to formu-
late the marginal distribution of wavelet coefficients. The proposed
non-parametric model differs from conventional parametric models in
that the proposed model is automatically adapted to the observed im-
age data, rather than imposing an assumption about the distribution
of the data. Furthermore, the proposed non-parametric model is in-
corporated into a Bayesian inference framework to derive a maximum
a posterior (MAP) estimation-based image denoising approach. Ex-
periments are conducted to not only demonstrate that the proposed
non-parametric statistical model is more suitable than conventional
models to formulate the marginal distribution of wavelet coefficients,
but also show that the proposed image denoising approach outperforms
the conventional approaches.
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1 Introduction

Images are often corrupted with noise during image acquisition and image
transmission. Wavelet-based algorithms that exploit parametric models have
been proved to be effective for tackling the image denoising problem [1]. Their
basic idea is to perform wavelet decomposition on the input noisy image,
then estimate the noise-free wavelet coefficients by employing a Bayesian
estimator, which is developed by using a suitable probability density function
(pdf) as a prior for modeling the wavelet coefficients of the image. Finally, the
denoised image is reconstructed by performing an inverse wavelet transform.
For that, several statistical models have been developed in the literature,
which include Gaussian model, Laplacian model [2], generalized Gaussian
model [3], Student-t model [4], α-stable model [5]. However, the performance
of the above-mentioned parametric model-based approaches greatly depends
on the effectiveness of the prior pdf for modeling the wavelet coefficients.

In contrast to aforementioned conventional parametric model-based ap-
proaches, a non-parametric statistical model is proposed in this paper toc© IEICE 2010
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formulate the marginal distribution of wavelet coefficients. Since the pro-
posed non-parametric wavelet coefficients model automatically adapts to the
observed image data, it is expected to yield superior performance to that
of the conventional approaches using parametric models that are fixed in
advance. Furthermore, a maximum a posteriori (MAP) estimation-based
image denoising approach is derived by incorporating the proposed model
into a Bayesian inference framework.

The paper is organized as follows. Section 2 proposes a non-parametric
statistical model to formulate the distribution of wavelet coefficients, followed
by the derivation of the proposed MAP estimation-based image denoising ap-
proach. Experimental results are presented in Section 3 to justify that the
proposed non-parametric statistical model is more suitable than conventional
models to formulate the marginal distribution of wavelet coefficients. Fur-
thermore, experimental results are provided to show that the proposed MAP
estimation-based image denoising algorithm outperforms the conventional al-
gorithms. Finally, Section 4 concludes this paper.

2 Proposed image denoising approach

A statistical approach is exploited in this paper to perform image denoising.
Given the noisy wavelet coefficient of the noisy image (denoted as yi, where i

is the index), the aim is to recover the noise-free wavelet coefficient (denoted
as si) via its MAP estimator (denoted as ŝi) as

ŝi = arg max p(si|yi). (1)

According to the Bayes rule, (1) can be rewritten as

p(si|yi) =
p(si, yi)
p(yi)

∝ p(si, yi) = p(yi|si)p(si). (2)

The formulation of (2) boils down to the formulations of its two product
terms p(yi|si) and p(si), respectively.

Firstly, since the noise is assumed to be additive white Gaussian noise with
a zero mean and a standard deviation σn, the term p(yi|si) is formulated as
[7, 6, 8, 9]

p(yi|si) =
1√

2πσn

e
− (yi−si)

2

σ2
n . (3)

Secondly, to formulate the term p(si), a non-parametric statistical model
is proposed in this paper using the kernel density estimation (KDE) tech-
nique [10]. The pdf p(si) is determined by the summation of a number of
kernel functions, which are centered at each observed noisy coefficient in the
neighborhood Ωi at the position si. Furthermore, in this paper, the above-
mentioned kernel function is suggested to be a Gaussian function with a
mean, which is the observed noisy coefficient (say, yj), and a standard devia-
tion hj , which is the standard deviation of all coefficients covered by a 7× 7
square window Ωi. To summarize, the pdf p(si) is defined asc© IEICE 2010
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p(si) ∝
∑

yj∈Ωi

1√
2πhj

e
−(si−yj)2

2h2
j . (4)

The proposed non-parametric model (4) is fundamentally different from
the conventional parametric models, since the proposed model automatically
adapts to the observed image data (through parameters yj and hj in (4)).
Therefore, the proposed non-parametric model is potential to outperform
conventional parametric models for formulating the distribution of wavelet
coefficients; that will be verified in Section 3.

The next goal is to incorporate the proposed wavelet coefficients model
(4) into the Bayesian inference framework (2) to derive the MAP estimator of
the noise-free coefficient. Since the proposed model (4) consists of a number
of components (i.e., kernel functions), our idea is to use each component of
(4) as the prior model to calculate its corresponding MAP estimator of the
noise-free coefficient, and then combine all MAP estimators to be the final
estimator of the noise-free coefficient.

To be more specific, substituting (3) and one component (say j-th) of (4)
into (2), we get

p(si|yi) ∝ 1√
2πσn

e
− (yi−si)

2

σ2
n

1√
2πhj

e
−(si−yj)2

2h2
j . (5)

By setting the derivative of (5) to be zero with respect to si, we can obtain
the MAP estimator of the noise-free coefficient (denoted as ŝj

i ) as

ŝj
i =

σ2
nyj + h2

jyi

σ2
n + h2

j

. (6)

Finally, the estimated noise-free coefficient can be obtained by averaging all
MAP estimators, which are obtained by using each component of (4) as the
prior image model, respectively; that means

ŝi =
1

|Ωi|
∑

yj∈Ωi

ŝj
i =

1
|Ωi|

∑
yj∈Ωi

σ2
nyj + h2

jyi

σ2
n + h2

j

, (7)

where |Ωi| represents the number of coefficients in the neighborhood Ωi.

3 Experimental results

Experiments are conducted to explore the performance of the proposed ap-
proach using three test images, Barbara, Window and Lighthouse, which are
downloaded from http://www.site.uottawa.ca/ edubois/demosaicking. These
test images serve as the ground truth and compared with the denoised images
for performance comparison. The noisy images are generated by adding the
ground truth image with an additive white Gaussian noise with a zero mean
and a standard deviation σn, respectively.

The proposed approach first performs a 2-D discrete wavelet decomposi-
tion (a five-level decomposition using a Daubechies’s wavelet with eight van-
ishing moments) on a noisy image to get the noisy wavelet coefficients. The
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wavelet decomposition is implemented via a five-level decomposition using
a Daubechies’s wavelet with eight vanishing moments. Then, the proposed
approach uses (7) to estimate each noise-free coefficient excluding those of
the LL subband. Finally, the inverse wavelet transform is applied to obtain
the denoised image.

The first experiment is to justify the proposed non-parametric statisti-
cal model by comparing it with other five models: Gaussian model, Lapla-
cian model [2], generalized Gaussian model [3], Student-t model [4], α-stable
model [5], using three statistical metrics. The smaller metrics values indicate
better performance, and their definitions are presented as follows. The first
criterion is Chi-square (C-S) metric [11]

dcs =
∑
w∈R

ph(w) − pe(w)
ph(w)

, (8)

where ph(w) and pe(w) denote prior and empirical pdfs, respectively. The
second criterion is Kolmogorov-Smirnov (K-S) metric [11]

dks = max
w∈R

|Fh(w) − Fe(w)|, (9)

where Fh(w) and Fe(w) denote the cumulative density function (cdf) of the
prior pdf and the empirical cdf, respectively. The third criterion is Kullback-
Liebler (K-L) metric [11]

dkl =
∑
w∈R

ph(w) ln
(

ph(w)
pe(w)

)
, (10)

where ph(w) and pe(w) denote prior and empirical pdfs, respectively.
The Barbara image is applied on a two-level decomposition using a

Daubechies’s wavelet with eight vanishing moments. Then, the distributions
of the second-level detail subbands are fitted with the above-mentioned mod-
els, which are further compared with the histogram of the wavelet coefficients
in the sense of the above-mentioned two statistical metrics. The comparison
is presented in Table I, where the proposed model is more consistent to the
histogram of the wavelet coefficients than other five conventional models, by
providing the best objective statistical performance.

The second experiment is to compare the proposed approach with other
seven denoising methods [12, 7, 3, 6, 8, 13, 9], which are implemented using

Table I. Objective comparison of various models for for-
mulating the distribution of wavelet coefficients.

Criterion Subband
Gaussian Laplacian Generalized Student-t α-stable Proposed
model model [2] Gaussian model [3] model [4] model [5] model (4)

C-S HL2 0.6569 0.1300 0.0149 0.2553 0.0316 0.0012
metric LH2 0.6063 0.2089 0.0313 0.4009 0.0630 0.0014

(8) HH2 0.9893 0.3751 0.0455 0.1602 0.0283 0.0011

K-S HL2 0.1558 0.0633 0.0212 0.0822 0.0154 0.0099
metric LH2 0.1568 0.0815 0.0235 0.1143 0.0285 0.0031

(9) HH2 0.1948 0.1117 0.0376 0.0869 0.0212 0.0039

K-L HL2 0.3832 0.0869 0.0084 0.1031 0.0150 0.0008
metric LH2 0.3705 0.1133 0.0160 0.1603 0.0288 0.0008
(10) HH2 0.5669 0.2163 0.0233 0.0762 0.0131 0.0006
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Table II. The PSNR performance comparison of various im-
age denoising approaches.

Method
Barbara Window Lighthouse

σn = 10 σn = 20 σn = 10 σn = 20 σn = 10 σn = 20
Ref. [12] 30.98 27.11 30.36 26.10 32.03 28.03
Ref. [7] 30.97 27.01 30.15 25.90 31.98 27.92
Ref. [3] 30.85 27.03 30.30 26.08 31.77 27.85
Ref. [6] 32.49 28.14 31.20 26.74 33.14 28.70
Ref. [8] 32.06 28.10 30.81 26.58 33.16 29.25
Ref. [13] 31.55 27.73 30.58 26.56 32.91 28.92
Ref. [9] 31.48 27.64 29.92 26.26 32.88 29.00

Proposed approach 32.58 28.57 31.20 26.84 33.30 29.30

Fig. 1. A close-up comparison of various results of
Barbara: (a) ground truth; (b) noisy image (σn =
20); (c)-(i) are results of Ref. [12, 7, 3, 6, 8, 13, 9],
respectively; and (j) proposed method that out-
performs the above seven methods.

programs provided by their respective authors online. Table II presents the
PSNR performance comparison, where the output PSNRs have been averaged
over ten noise realizations. Due to limited space of this paper, a close-up
comparison of various denoised images of Barbara is presented in Figure 1.
As seen from the above Table and Figure, the proposed approach always
outperforms seven conventional approaches.

4 Conclusions

A new image denoising algorithm using a non-parametric statistical model
of wavelet coefficients has been proposed in this paper. The proposed non-
parametric statistical model is more suitable than conventional models to
formulate the marginal distribution of wavelet coefficients, as shown in our
experiments using three statistical metrics. Furthermore, the proposed MAP
estimation-based image denoising algorithm, which exploits the proposed
non-parametric model as the prior image model, has been shown to be supe-
rior to conventional algorithms, as verified in our experiments.
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