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Abstract: Three-dimensional network-on-chip (3D NoC) is a promis-
ing method to overcome the bottlenecks in 3D integrated circuit (IC).
Although 3D NoC can provide more efficient inter-layer communica-
tion with through-silicon vias (TSVs), the low yield and high overhead
become the main challenges. To obtain a balance point between cost
and performance, the cluster mesh we proposed applies a new vertical
interconnects squeezing scheme which decreases the amount of TSV by
sharing vertical links through vertical routers. The simulation results
show that the proposed topology can improve the yield of chip, reduce
the overhead and provide acceptable performance.
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1 Introduction

Three-dimensional integrated circuit (3D IC) is emerged as a promising solu-
tion to increase both performance and functionality of system-on-chip (SoC).
Meanwhile, network-on-chip (NoC) is proposed to overcome the communica-
tion bottlenecks in SoC. 3D NoC, which combines the benefits of 3D IC and
NoC, is supposed to be the revolutionary methodology for on-chip design.

The performance of 3D NoC is sensitive to the topology [1], which refers
to the interconnection of links and routers. 3D mesh [2] is the most popular
topology in the field of 3D NoC due to its simplicity and efficient layout.
However, the 7×7 router significantly increases the overhead of area and
power. To overcome the disadvantages of 3D mesh and make full use of the
negligible inter-layer distance, stacked mesh [2] which applies bus instead of
point-to-point link in the vertical direction was proposed. Meanwhile, the
7×7 routers are replaced by 6×6 routers. However, since concurrent com-
munication is prohibited in bus, the performance decreases when contention
appears. Most of the existing 3D NoC architectures [2, 3, 4] are on the basics
of the mentioned two topologies.

2 Motivations

With abundant through-silicon vias (TSVs) [5], 3D mesh and stacked mesh
enable high bandwidth and low power inter-layer communication and show
excellent network performance [2]. However, owing to the immaturity of TSV
technology, the manufacturing cost increases exponentially with the increase
of TSV number [6]. In additional, the negative impact of TSV pads cannot be
ignored since they occupy significant part of area and increase the difficulty in
wiring. Since the yield of TSV is low, the cost and performance are opposite
to each other. Therefore, it is necessary to find an efficient way to reduce the
amount of TSV and provide acceptable performance in the same time.

Vertical interconnects serialization and squeezing are two schemes to re-
duce the amount of TSV. Since serial/parallel and parallel/serial convert-
ers increase the complexity and area of router, serialization is not an ideal
strategy. Therefore, squeezing is the better choice for 3D topology with low
density of TSV. Although the squeezing scheme proposed in [4] decreases
the amount of TSV, the packet has to reserve all of the TSV sharing logics
between current and destination layers before it can be sent. In additional,
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the router has to add a TSV arbiter module due to the existence of TSV
sharing logic. To simplify the design of router and reduce the manufactur-
ing cost of 3D NoC, this paper proposes a new topology which utilizes the
restricted TSVs in a more efficient way.

3 Cluster mesh

Choosing topology is the most important step in the design of 3D NoC since
both the manufacturing cost and network performance depend heavily on
the amount of TSV in the topology. The more TSVs a topology applies, the
better performance it can provide. However, the severe economic penalty
brings by the low yield of TSV should be taken seriously. To obtain a balance
point between cost and performance, the cluster mesh we proposed applies
a new vertical interconnects squeezing scheme which decreases the amount
of TSV by sharing vertical links through an extra router. Meanwhile, the
added router is accelerated to guarantee the performance.

3.1 Topology
Unlike 3D mesh which provides a vertical link which consists of a bundle of
TSVs for each router, cluster mesh shares the vertical links to reduce the
amount of TSV. As shown in Fig. 1.(a), the horizontal routers in the same
layer are connected to each other through horizontal links in the term of 2D
mesh. Then every four horizontal routers and a vertical router compose a
cluster and only the vertical router which locates in the middle of the cluster
is connected to the vertical link. The inter-layer connections are realized
through the vertical routers and the shared vertical links.

Fig. 1. 4×4×3 cluster mesh (a) and horizontal router (b).

Compared with 3D mesh, cluster mesh eliminates 75% amount of TSV by
sharing vertical links through the vertical routers. The most direct benefits
are the increase in yield and the decrease in area. To exploit the beneficial
attribute of TSV and guarantee the performance, the vertical routers are
accelerated to work in a higher frequency through dynamic voltage frequency
scaling technology [7].
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3.2 Router architecture
The routers applied in cluster mesh are divided into horizontal routers and
vertical routers. Horizontal routers are utilized to realize intra-layer commu-
nication while vertical routers for inter-layer communication.

As shown in Fig. 1.(b), horizontal router is a typical 6×6 router which
consists of six input ports, a routing logic module, a virtual channel (VC)
allocator, a switch allocator and a 6×6 crossbar. According to the routing
algorithm, routing logic module returns an output port for the head flit in
the input port. VC allocator arranges an available VC in the corresponding
downstream node for the head flit which has already been given an output
port. Switch allocator reserves an idle path for the flit to go through the
crossbar and leave the router.

The architecture of vertical router is the same as that of the horizontal
one. The only difference between them is where the routers are connected to.
For the horizontal router, its neighboring nodes include intellectual property
(IP) core, horizontal routers and vertical router in the same layer. For the
vertical router, its neighboring nodes only include horizontal routers in the
same layer and vertical routers in other layers.

3.3 Inter-layer communication
Since only vertical routers are connected to vertical links, inter-layer commu-
nication can just realize by means of the vertical router in the cluster. There-
fore, corresponding modifications should be made for the routing algorithm
in inter-layer communication. For the dimension order routing algorithm we
applied, the packet is sent in X-dimension, Y-dimension and Z-dimension suc-
cessively. The packet changes the direction to the next dimension only when
it arrives at the router which has the same coordinate with the destination
node in current dimension. The modification is that when the packet arrives
at the horizontal router which has the same X-coordinate and Y-coordinate
with the destination node, the packet should be sent to the vertical router
which the horizontal router connected to. Then, through the vertical router,
the packet realizes inter-layer communication.

4 Simulation results

To evaluate the cost and performance of the cluster mesh, a cycle-accurate 3D
NoC simulator is developed with OPNET. In this experiment, each IP core
generates fixed-length packets based on exponential distribution. Dimension
order routing algorithm is chosen to forward the packet. Energy and area
parameters are obtained from the power and area simulator Orion 2.0 [8]. To
be fair, the cost and performance of 2D mesh, 3D mesh, stacked mesh and
cluster mesh in the scale of 48 IP cores are compared in the simulation.

4.1 Costs comparison
The costs of 3D chip in this paper include area, power and yield. As shown
in Fig. 2.(a), the area consists of TSV pad, link and router. The area of TSV
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pad is obtained from the equation: Apad = p2 ×NTSV [9], where Apad means
the area of TSV pad, p which obtained from TSV height variation [9] means
the pitch of TSV and NTSV means the amount of TSV in a TSV bundle.
Meanwhile, the area of link and router are obtained from Orion 2.0. The
result shows that the area of cluster mesh decreased by 10.89% compared
with 3D mesh. The main reasons are that the overhead of TSV pads has a
75% reduction and the area of 6×6 router is only 74% of 7×7 router. The
accelerated cluster mesh (A-cluster mesh) occupies the same area as cluster
mesh does since that the only change of accelerated vertical router is the
supply voltage and the architecture of router keeps intact.

Fig. 2. Area (a), power (b) and yield (c). ETE delay
under (d), hotspot (e) and local (f) traffic pattern.

The power which obtained from Orion 2.0 are illustrated in Fig. 2.(b).
Since the power consumed by 7×7 router is approximately two times more
than that of 6×6 router, the power of cluster mesh has reduced by 32.7%.
A-cluster mesh only has a 24.1% reduction since that its vertical routers are
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working in 2 GHz which is four times of cluster mesh.
Fig. 2.(c) shows the relationship between the yield of TSV and the yield

of 3D chip. Since the TSV height variations of point-to-point link and bus are
equal, the yield of a TSV bundle is only determined by the amount of TSV
it includes. Therefore, the yield of chip can be obtained from the equation:
YC = Y

Nb×(Nl−1)
b , where YC means the yield of chip, Yb = Y NTSV

TSV means the
yield of TSV bundle, YTSV means the yield of TSV, Nb means the number of
TSV bundle in each layer and Nl means the number of layer. Since the yield
of TSV is the only considered factor, the curve of cluster mesh and A-cluster
mesh are equal. It is clear that the improvement in chip yield brought by
reducing the amount of TSV is notable. Unless the yield of TSV is higher
than 99.99%, the amount of TSV will be a huge impact factor of 3D NoC.

4.2 Performance comparison
Fig. 2.(d)-(e) illustrate the end-to-end (ETE) delay under uniform, hotspot
and local traffic pattern, respectively. For the uniform traffic, cluster mesh
performs worse since the evenness of uniform traffic increases the competition
probability in the shared vertical links. For the hotspot and local traffic which
are more similar to realistic traces, the saturation points of cluster mesh are
about 65.4% and 75% of 3D mesh. Meanwhile, after accelerating the vertical
routers, the saturation points of A-cluster mesh are improved to 88.9% and
96.2% of 3D mesh. The accelerated routers make sure that the performance
is acceptable.

5 Conclusion

Cluster mesh which squeezes the amount of TSV by adding an additional
vertical router is proposed in this paper. Unlike introducing new logic module
or redesigning router, cluster mesh adopts five typical 6×6 routers which are
combined into a cluster. The four horizontal routers are utilized to realize
intra-layer communication while the vertical router plays the role of inter-
layer correspondent with shared vertical link. To compensate the decrease of
inter-layer bandwidth, the vertical routers are accelerated to work in a higher
frequency. The simulation results illustrate that cluster mesh can reduce the
cost efficiently and provide acceptable performance.
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