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Abstract: Precise time synchronization is inevitable for duty-cycling
and TDMA in wireless sensor networks. To achieve a precise synchro-
nized clock between nodes, fast distribution of time information of a
reference node to all other nodes in multi-hop without a scheduling
is necessary. In this letter, we propose a time synchronization algo-
rithm, RFTS (Ripple Flooding Time Synchronization), that presents
the fastest distribution of time information of a reference node by using
synchronized packet broadcasting instead of CSMA-CA based broad-
casting. We show that error in any hops is not affected by a prior hop
node in the evaluation, average error and distribution time of RFTS
outperforms widely used FTSP by a factor of 2.5 and 2 respectively.
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1 Introduction

WSNs (Wireless Sensor Networks) are networks of many sensor nodes that
are distributed and wirelessly connected with multi-hop fashion. In WSNs,
coordination of wake-up and sleeping time, TDMA schedules, ordering of
collected sensor data and events and cooperation of multiple sensor nodes re-
quire sensor network nodes to have a precise common time. One of methods
to achieve the precise common time is time synchronization. Each node in
WSNs has a cheap and imperfect hardware clock and each clock in the nodes
may drift away each other in time. We need to compensate drift and offset
between each clock of nodes networked with multi-hop periodically for keep-
ing a precise common timescale over the nodes by using time synchronization
protocols.

Several time synchronization protocols have been proposed to achieve the
precise common timescale over the nodes. By using a reference signal in a
transceiver shared with 1-hop neighbor nodes and an elaborate time stamp-
ing method set on the signal, the Flooding Time Synchronization Protocol
(FTSP, [2]) provides a precise common timescale to the neighbors. In FTSP,
the reference node floods its global time periodically and 1-hop neighbor
nodes receive the sync message. After receiving sync messages enough to
estimate the global time, 1-hop neighbor nodes become synchronized sta-
tus and start flooding with their estimation of global time. The next-hop
neighbor nodes behave in the same manner. FTSP achieves average 1.48 us
and 3 us synchronization error in 1-hop and in 6-hop respectively using a
7.37TMHz system clock, and convergence time is 14 minutes. As the result
of FTSP indicates, the synchronization error grows average 0.5 us per hop
and convergence time also increases with the size of network because at least
three sync messages are required to rebroadcast the global time estimated by
its own clock.

In this letter, we propose a time synchronization algorithm RF'TS based
on the ripple flooding [1], which is our previous work. By using a synchronized
packet broadcasting of multiple nodes instead of a CSMA-CA MAC based
broadcasting, convergence time of the ripple flooding is faster than the simple
flooding by a factor of 3.5. In RFTS, a global time of a reference node is
flooded to all other nodes unchanged in an interval (L + D) - H, where L is
the interval for PHY Protocol Data Unit, D is a guard time for preparing
next broadcasting and is shorter than an interval for clear channel assessment
and random back-off, and H is the number of hops. A reference node puts
a global time synchronized to the local time of itself into a sync message
and broadcasts it periodically. When nodes in any hops receive the sync
message, the nodes save their local time and a modified global time which
is a sum of the received global time and (L + D) - (H — 1). And the nodes
simultaneously rebroadcast the global time of the reference node after the
guard time measured by their own clock. And this flooding does not need any
scheduling for broadcasting. Due to the timely consistent flooding scheme,
nodes can validate input data by checking if prediction interval [5] with the

692



IEICE Electronics Express, Vol.9, No.7, 691-697

input data and previous saved data is inside of a threshold value. With
these features, average synchronization error of RF'TS outperforms FTSP by
a factor of 2.5.

2 Clock model and linear regression

Sensor nodes are equipped with a hardware oscillator-assisted clock, which
implements an approximation of real time ¢ as

Ct) = { /0 th(T)dTJ +Cl(to) (1)

, where h(7) is the hardware clock rate at 7 and C(%y) is the initial offset of
the clock. We consider a pair of sensor nodes x and y, where = sends sync
messages to y. Through time synchronization, node y establishes a clock
relationship between two nodes and translates x’s clock value into its own
using the relationship. Node = generates a time stamp x(¢1) at time ¢; and
sends a sync message including z(¢1) to y and node y saves its local time
Y (t1) and z(t1) as pair (z1,Y7). After receiving n sync messages, node y has
an observation set {(x;,Y;) | i = 1,2,...,n} and infers the coefficients 3y and
B1 in Eq. (2), which are the relative offset and the relative drift between the
two nodes, based on linear regression theory [5] as in Eq. (3).

Y = Bo + Brx; + €, WheregNN(O,a2) andi=1,2,---,n (2)

Y =By + i (3)

The least-square estimates of the coefficients Sy and [3; are obtained as

E; Y- A Yy F _ony Y= w2 Y;
RS S s S P L

We are interested in a future time of node y obtained with a value x(t*).

(4)

In order to translate a future time of node z at x(t*) into node y’s time in

Eq. (5), node y uses Eq. (3). A 100(1 — «)% prediction interval (PI) for

a future value of Y when z(t*) is described in Eq. (6) and means that the

future value of Y when z(¢*) will lie within the interval with probability

100(1 — )%, where 2/, is that the number on the measurement axis

for which the area under a Student distribution ¢, 5 curve to the right of

to/2n—2 is /2. For example, tg.025,6 is 2.447 with a 95% confidence interval
and n = 8.

Y(t*) = Bo + Bra(t?). (5)

(V(t7) = w(e(t*)), Y (") +w(z(t*)))
zm—ﬁﬁ¢ﬁjqjam—zmmwwm
n—2 no X(wi— X /n)?

 where w(z(t)) = ta/zn-s

3 Ripple flooding time synchronization

There is one reference node within WSN and all other nodes with multi-hop
synchronize with the reference node using the RFTS. The reference node
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uses the MAC layer time-stamping scheme to distribute periodically its global
time in a sync message to neighbor nodes which are located in RF range of
the reference node. The level-1 nodes, which are the receivers of the sync
message flooded from the reference node, save their local time and the global
time to make their observation set and rebroadcast the same message that
they received except a slot number [1] after the guard interval D in Fig. 1.
The slot number is a 1-byte size field contained in the sync message and the
purpose of it is to let the nodes know their level. The level-1 nodes increase
the slot number by 1 of the sync message and simultaneously rebroadcast
the modified sync message to the next-level nodes. When nodes in any hops
receive the sync message, the nodes save their local time and a modified
global time which is a sum of the received global time and (L + D) - (H — 1),
and the nodes simultaneously rebroadcast the global time of the reference
node after the guard time. In this manner, the sync messages propagate
through the whole network in the interval (L + D) - H.

[—1:TXSyncpacket [l : Slot number B : Timestamp {71 RX Sync packet
L D L D
Reference B 1 | - '| .
node M !
L LD Sync Interval (d) | % b
Level-1 I" - I 'l' 2 1
nodes v M ' |
0, 1 1op Prediction Period (p) N o1,
Level-2 | - 1 | | Z 1
nodes LIl El)] o X . b H
Loz g I Ptz
Level-3 | - 1 | | = 1
no@es | i i H % | | n B E.)]
] 2 3 - | | 2 3 -
Level-n : . L D>| : : . LD
nodes ! | H M | . . i H
| n-1 n | | n-1 n

Prediction event

Fig. 1. RFTS scheme with a length of sync message L
and a guard time D

When a node receives a sync message, the node stores a pair of its local
time Y; and the global time @; ;4 jever according to its level according to
Eq. (7). With n pairs of observation set, the node estimates the coefficients
in Eq. (3) and predict a future value of Y for a particular value z(t*) with a
PI w(z(t*)) in Eq. (6).

Ti my_level = Ti + (L + D) x (my_level — 1). (7)

If the reference node floods a sync message every d seconds, which is the
sync interval, then the global time can be described with an initial value x
as follows

vi=x1+(—1)xd, i=1,2,...,n (8)

, where n is the size of regression table. As we consider the RFTS in Fig. 1,
the global time of a node in each level can be rewritten using the Eq. (7) as
follows

Ti my_level = T1 + (L + D) x (my_level — 1) + (i — 1) x d
= T1,my_level + (7' - 1) xd .

(9)
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If we define the prediction period p as the time difference between the time
when the latest observation set is obtained and the time when the prediction
event occurs, p = x(t*) — x,, then the PT w(xz(t*)) is described as shown in
Eq. (10) [4]. While the PI of level-1 nodes only follows Eq. (10) in FTSP,
the PI of all nodes in RFTS follows Eq. (10) and depends on the ratio of p/d
and the error sum of squares (SSE) of the node, i.e. Y(Y; — ;)2

(10)

W((t) = tajanos —Z(“‘W\/ I, 3(n—1+2p/d)?

1+ — .
n—2 +n+(n—1)n(n—|—1)

If we decide p/d and n in the Eq. (10) as 3/5 and 8 respectively, the PI only
depends on the SSE. To figure out a variation of the PI, we set up a 2-node
simulation model for time synchronization and put a uniform random error
[—3,3] in clock ticks for each observation set, where the amount of random
error was determined by the result of the previous work. The average and the
standard deviation of the PI in the simulation are 6.75 and 2.15 in clock ticks.
When reception and transmission of the sync message include any errors
exceeding the random error, it causes the SSE to exceed a threshold value
in RETS. The SSE can be calculated after nodes receive n sync messages.
When a node receives a new sync message, it deletes the oldest observation
set and save a newly received one. Before saving a newly received one, the
node validate it by checking if the SSE including the newly received one
exceeds the threshold value, which is 113 in clock ticks and is set by a sum of
the average and the standard deviation of the SSE in the simulation. If the
result exceeds the threshold value, the node copies the latest observation set
into the newly received one in the regression table. We call it sanity check.
By adopting the sanity check, average synchronization error and standard
deviation is improved by 15% and 35% under one inconsistent observation
set occurring per hour.

4 Performance evaluation

We present experimental results for RE'TS to verify that the synchronization
error does not increase with the size of network and is confined due to the
fastest distribution of a global time and adoption of the sanity check. To this
end, we configure five sensor nodes on a line topology and the sensor nodes are
equipped with the MSP430 microcontroller and the CC2520 transceiver. We
use an 8.0 MHz quartz oscillator as the system clock source. The TI CC2520
is 2.4 GHz IEEE 802.15.4 compliant RF transceiver with 250 kbps data rate.
For comparison, we implement the FTSP [3] and change distribution scheme
of a global time to minimize an effect of slow convergence time on the result;
When a node receives a time stamp, it immediately rebroadcasts the time
stamp estimated by its own clock with the latest 2 pairs of observation set.
The scenario of the experiment is as follows: The reference node broadcasts a
sync message to nodes every 30s. After sending 8 sync messages, the reference
node sends a special command to require nodes’ estimation of the global time
every 18s. After receiving the command, every node reports to the reference
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node the global time they have estimated. We collect measurement results
during 2 hours.

With the ripple flooding scheme for time synchronization and adoption
of the sanity check, RFTS shows better performance than FTSP in terms
of average and max pairwise error by a factor of 2.5 and there are no spikes
shown in Fig. 2. Average sync error of nodes along hops remains under 0.39 us
in RFTS, and standard deviation of sync error in any hops is under 0.28 us
shown in Fig. 3. Due to change of distribution scheme in FTSP, average error
for single hop is improved from 1.48 us in the paper [2] to 0.63 us in Fig. 3
by a factor of 2. However, average sync error in FTSP is from 0.63 us to
1.21 ps and standard deviation of sync error is over 0.5 us in Fig. 3. While
convergence time and average distribution time of time information in 4 hops
are 4 minutes and 11.5ms in CSMA-CA based FTSP, both value are 5.1 ms
in RFTS.
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Fig. 2. Comparison for average and maximum synchro-
nization error
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Fig. 3. Average sync error versus distance from the refer-
ence

5 Conclusion

In this letter, we propose a time synchronization RFTS, which presents the
fastest distribution of time information of a reference node to all other nodes
by using simultaneous packet broadcasting and adoption of the sanity check.
Our evaluation shows that RE'TS outperforms the improved FTSP by a factor
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of 2.5. Average sync error of nodes in any hops is under 0.39 us and standard
deviation of sync error also is under 0.28 us. Due to the ripple flooding scheme
for time synchronization, we can distribute the time information without
an elaborate scheduling for nodes and we can perform the sanity check to
improve accuracy.
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