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Analytical End-to-End PER Performance of Multi-Hop Cooperative 
Relaying and Its Experimental Verification 

Hidekazu MURATA t a), Senior Member, Makoto MIYAGOSmt•, Nonmember, and Yuji OISmt••, Member 

SUMMARY The end-to-end packet error rate (PER) performance of 
a multi-hop cooperative relaying system is discussed in this paper. In this 
system, the end-to-end PER performance improves with the number of hops 
under certain conditions. The PER performance of multi-hop cooperative 
networks is analyzed with the state transition technique. The theoretical 
analysis reveals that the PER performance can be kept almost constant, or 
even improved, as the number of hops is increased. Computer simulation 
results agree closely with the analysis results . Moreover, to confirm this 
performance characteristic in an actual setup, an in-lab experiment using 
a fading emulator was conducted. The experimental results confirm the 
theoretical end-to-end PER performance of this system. 
key words: cooperative relaying, space-time coding, multi-hop relaying, 
transmission experiment 

1. Introduction 

One promising technology for enhancing the performance of 
wireless networks is the multi-hop wireless network [l]- [6] , 
where relay stations forward data from a source station to a 
destination station. The major advantages of the multi-hop 
wireless network are the extension of coverage and mitigation 
of the shadowing effect. However, the end-to-end packet 
error rate (PER) performance of this system with a simple 
relaying scheme is degraded with the increasing number of 
hops due to the error propagation through the hops. 

To cope with such degradation and improve the per­
formance of the multi-hop wireless network, cooperation 
among relay stations is proposed [7] . Cooperative relay sta­
tions work together using transmit diversity, and thus reduce 
errors through the diversity effect. In these networks, an 
error at a relay station can be recovered at the next hop un­
less all the relay stations at each hop do not receive a packet 
correctly, and the end-to-end error performance is improved 
compared to normal ( one relay station at each hop) relaying 
networks. 

In this system, the end-to-end PER performance can 
improve with the number of hops while keeping the signal 
to noise ratio (SNR) at each hop constant. To address this 
unique characteristic, the end-to-end packet error rate (PER) 
performance of this multi-hop cooperative relaying system 
is discussed in this paper. The contribution of this paper is 
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threefold: First, the theoretical analysis reveals that the PER 
performance can be kept almost constant, or even improved 
with an increasing number of hops. Second, the computer 
simulation results agree closely with the analysis results. 
Finally, the experimental results confirm the theoretical end­
to-end PER performance of this system. 

First, we derive the theoretical end-to-end PER per­
formance of multi-hop cooperative networks using transmit 
diversity and evaluate the performance with numerical exam­
ples [8] , [9] . This system consists of a source, a destination, 
and more than one cooperative relay in each hop. Relays are 
assumed to decode their received packets and forward them 
only when no error is found. The end-to-end PER perfor­
mance of the cooperative relaying system improves with the 
number of hops under some conditions. 

In real-world wireless systems, however, various prac­
tical issues, such as imperfect channel estimation and hard­
ware imperfections, have a considerable impact on the per­
formance, especially on the efficiency of transmit diversity. 
The goal of this study is to evaluate the end-to-end PER 
performance of the multi-hop cooperative relaying system 
with actual transmission equipment. Many papers have dis­
cussed the implementation and experimental results of coop­
erative communications [10]- [13]. However, to the best of 
the authors' knowledge, evaluations of experimental errors 
for the cooperative multi-hop (more than 2-hop) transmission 
have not been reported. Experimental results of cooperative 
multi-hop transmission were reported in [14], but that study 
focused on the timing synchronization technique. 

This paper performs in-lab experiments using a fading 
emulator and four transceivers to measure the end-to-end 
PER performance of the multi-hop cooperative relaying sys­
tem under a Rayleigh fading environment [15] to confirm the 
theoretical results. 

2. Theoretical Analysis of Multi-Hop Cooperative Net­
works 

2.1 System Model 

Figure 1 shows the system model considered in this paper. 
The multi-hop cooperative network consists of the source 
station, K cooperative relay stations at each hop and the 
destination station. Each relay station forwards a received 
packet if it is correctly decoded. All channels connecting 
the transmitting stations and the receiving stations are as­
sumed to be independent and identically distributed (i.i.d.) 
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Fig.1 Cooperative n-hop relaying system (K =2). 

Rayleigh fading channels. The transmission power of the 
cooperative relay stations and the distance of each hop are 
assumed to be equal across the entire network. Error detec­
tion at the receivers is assumed to be ideal. In this paper, the 
performance is measured in terms of the end-to-end PER. 

It is assumed that packet transmission at each hop is 
free from interference from other hops. Basically, for an 
N-hop network it is necessary to provide N unique radio 
resource units to avoid interference among hops. In this 
network model, throughput degradation is a widely known 
issue and depends on a spatial reuse scheme of the radio 
resource. Therefore, this throughput degradation should be 
studied with routing algorithms [16] , [17]. Furthermore, 
the transmission performance of multi-hop cooperative net­
works in the presence of interference should be carefully 
studied [18]. However, these are outside of the scope of this 
paper. 

2.2 1\vo Relay Stations in Each Hop 

For the system with two (K = 2) cooperative relay stations 
in each hop, three cases are considered: 

1. 1\vo stations forward the signal. 
2. Only one station forwards the signal. 
3. Neither station forwards the signal. 

The behavior of the multi-hop cooperative communication 
system can be modeled as a state transition among these three 
states. The state diagram is shown in Fig. 2. State si (i = 
0, 1, 2) denotes that there are i transmitting relay stations. The 
expression at each branch denotes the conditional probability 
that the state transits between states, where F2 and F1 are the 
average PERs when two stations transmit and one station 
transmits, respectively. Obviously, 0 < F2 < F1 < 1 due 
to the transmit diversity gain. For example, the transition 
from s2 to s2 represents the case where two stations transmit 
and two stations receive without error. Because the average 
PER is F2, the conditional probability that a station receives a 
packet correctly is (l-F2). If two stations receive the packet, 
the conditional probability becomes ( 1 - F2)2, because their 
error probabilities are assumed to be independent. 

Let us consider the state probability distribution at the 
nth hop 

Pn = [P2,P1,Por, (1) 

where p; (i = 0, 1, 2) denotes the probability of state Si. From 
Fig. 2, by using the state probability distribution of the nth 
hop, the state probability distribution of the (n + l)th hop 
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Fig. 2 State diagram. States so, s1, s2 denote the number of transmit 
stations as 0, 1, 2, respectively, and the expression at each branch denotes 
the conditional probability of the state transition. 

can be written as: 

(2) 

By considering the errors that occurred at the last hop, the 
end-to-end PER performance after N(?:. 2) hops is written 
as: 

PER= [F2 F1 I] PN 

= [F2 F1 1] xN-2P2 

= [F2 F1 
[ (I -F1)2 l 1] x N-2 2F1 <~l F1) , (3) 

where [ F2 F1 1] and p2 denote the error probabilities at 
the last and the first hops, respectively. 

Let us consider the state diagram of Fig. 2 again. States 
s1 and s2 can transit to all the states. Even if the state is s1, 

which represents the case where only one station forwards 
the signal, the state can transit to s2 when two stations at the 
next hop can receive packets correctly. Then the network 
recovers to a better state at further hops, and the end-to-end 
error may not occur. However, once the state transits to so, 
which represents the case where both relay stations detect 
errors and stop their transmission, the state never goes to s2 

or s1, because neither station at the next hop can receive the 
packet. So, Po monotonically increases with the increasing 
number of hops and always results in an end-to-end error. 
Because states s 1 and s2 make fewer errors than so, the major 
source of errors is so, especially when the hop count is large. 
When the hop count is small, the initial state probability 
distribution p2 dominates the error performance. 

2.3 K Relay Stations in Each Hop 

Similarly, the PER performance of the networks that have K 
relay stations can be derived. For K + 1 states SK,··· , so, 
the state probabilities are PK,··· ,Po, respectively. The (i, j) 
element of the (K + 1) x (K + 1) state transition matrix X 
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becomes: 

Table 1 Computer simulation parameters. 

Parameter 
Modulation scheme 
Packet length 
Channel model 

foTs 
Channel estimation 
Demodulation 

Value 
QPSK 

128symbols 
i.i.d. Rayleigh fading 

Jakes' model 
1/5000 
Perfect 
MLSE 

X C F i-I (1 F )K-i+I ij = K K-i+I K-j+I - K-j+I , (4) 

where 1 ::; i, j ::;; K + I and Fo = 1. X;j gives the conditional 
probability that K - i + I stations receive correctly when 
K - j + I stations transmit. This is the binomial expansion of 
FK-j+I and 1- FK-j+I, and the summation about i becomes 
1. The error probabilities of the first and the last hops are 
written as: 

P2 = 

and 

(1 - F1)K 
KF1(l - F1)K-I 

C . pi-1(1 _ F)K-i+1 K K-i+I I 1 

pK 
I 

respectively. Thus, PER is written as 

PER= P1astxN-2P2· 

3. Numerical Examples 

(5) 

(6) 

(7) 

In the following, QPSK delay diversity transmission is as­
sumed. Figures 3 and 5 show the state probability versus 
hop count. Figures 4 and 6 show the theoretical PER per­
formance, contribution of each state to the performance, and 
the computer simulation results. Each curve, except the one 
indicated "Total", is the PER due to each state, given as F;p; 
(i = 0, 1, 2, Fo = 1). The total PER is defined as the sum of 
the PER of each state. The simulation parameters are listed 
in Table L 

The first example assumes two relay stations and av­
erage Eb/ No = 17 dB when one station transmits, that is, 
F1 ~ 0.07 and F2 ~ 0.003. In Fig. 3, p2 is almost 1 and is 
much larger than p1 and po. Also, p1 decreases significantly 
with increasing number of hops when the hop count is small. 
However, po does not increase much while p2 increases. The 
decrease of PI and increase of p2 reduce the total errors, and 
thus the PER performance is improved, as shown in Fig. 4. 
The PER has its minimum at a hop count of 5 and slowly 
increases with increasing number of hops. Figure 4 also 
shows that so contributes the most to the PER, followed by 

0 10 "'··"'t ____ ....,. _______ ...., 

P2 

10-1 "· 
\\,.,. 

~ ••~Pl 

J 10~~--,'~,~-~-=-~-~-~-~-~-~-~-~------==9 

10-3 Po 

10-4 ..__ _____ ~ ________ __, 

2 10 100 

Hop count 

Fig. 3 State distribution, two relay stations, Eb/ No = 17 dB. 
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Fig. 4 Theoretical PER, contribution of each state, and simulation result, 
two relay stations, Eb/ No = 17 dB. 

s2, because so always makes an error, as mentioned in the 
previous section. Because F2 is small, s2, whose probability 
p2 is more than 100 times larger than po, causes fewer errors 
than does so, Although F1 is larger than F2, s1 causes much 
fewer errors than s2, because PI is much smaller than p2. 

The second example assumes three relay stations and 
Eb! No = 17 dB when one station transmits, and F1 ~ 0.07, 
F2 ~ 0.003 and F3 ~ 5 x 10-5• As shown in Fig. 5, Pl and p2 
decrease significantly with the increasing number of hops, p3 
increases, and po remains almost the same. It is also shown 
that the state distribution does not change when the packets 
are relayed many times. Most of the total PER is made by so 
when the hop count is large, as shown in Fig. 6. When the 
hop count is small, s1 contributes the most to the total PER, 
followed by s2. Because Pl and pz decrease significantly 
as packets are relayed, the total PER gets significantly lower 
when the hop count is small, and remains almost the same 
while packets are relayed many times. 

Figure 7 shows the PER performance of the net­
works with two and three relay stations at each hop, when 
Eb! No = 10 dB. The PER performance of the network with 
two relay stations at each hop is degraded with the increas­
ing number of hops. However, with three relay stations, the 
PER performance is improved with the increasing number of 
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Fig. 5 State distribution, three relay stations, Eb/ No = 17 dB. 
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Fig. 6 Theoretical PER, contribution of each state, and simulation result, 
three relay stations, Eb/ No = 17 dB. 

.. ----....... -­.. 
..... "X 

••• 3 relay stations 

•"-•~-~ ....... x ... J.~ ....... ~ ........ . 

Simulation, 2 relay stations + 
Simulation, 3 relay stations x 

10-3 .__ _______ .._ ______ ........... 

1 10 

Hop count 

100 

Fig. 7 Theoretical PER and simulation results, two and three relay sta­
tions, Eb/No= lOdB . 

hops when the hop count is small, and the PER performance 
remains almost the same when the hop count is large. The 
theoretical results closely agree with the simulation results 
in each example. 
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Fig. 8 Block diagram of experimental setup. 

Fig. 9 Experimental setup. 

4. Experimental Verification 

4.1 Experimental Setup 

Figures 8 and 9 show the block diagram and a photo of 
the experimental setup, respectively. This experimental sys­
tem consists of universal software radio peripheral (USRP) 
N210s as transceivers, global positioning system (GPS) re­
ceivers for synchronizing the USRPs, PCs as processors for 
the digital baseband signals from the USRPs, and a fad­
ing emulator as propagation channels. Because our fading 
emulator can simultaneously emulate up to eight channels, 
this setup repeatedly utilizes two 2 x 2 channels, as shown 
in Fig. 8, and one loop is assumed to be two hops. In this 
system, USRP A first transmits as the source station. After 
finishing the cooperative relaying between USRP A, B and 
C, D nine times, both USRP A and B finally receive packets 
at 10 hops and do not forward them. 

In the space-time block code (STBC) technique, timing 
and frequency synchronization is crucial. In this system, a 
one-pulse-per-second (1 PPS) signal and a frequency refer­
ence signal from a GPS disciplined oscillator (GPSDO) are 
utilized for timing and frequency synchronization. 

4.2 Signaling Format 

The signaling format is shown in Fig. 10. In our system, a 
general-purpose computer is used as the corresponding PC; 
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Get Sto R1 R1 to R2 R9toD 
(a) 1PPS --• ----• •••• • signal 

I 
0 - - - - 1 2- - ----- ---- 10 sec - -.. --

79.88 ms - .. --
0.68 ms 0.12ms - - --(b) nnn•no nnnnn •••• 

1 2 ----- ----- ---- 99100 

Command 2 symbols 

(c) Training Data CRC 
8 symbols 50 symbols 8 symbols 

Fig. IO Signaling format. 

therefore, the time required for baseband IQ signal process­
ing is not constant. To reduce the communications overhead 
between the USRPs and the PCs, we pack 100 packets into 
one block and set a long interval between transmissions to 
ensure proper signal processing on the PC. In this system, 
timing synchronization is established with the 1 PPS signal 
from the GPSDO; however, this process requires more than 
one second. The USRPs therefore acquire 1 PPS signals and 
adjust the timing in every 10-hop transmission. 

The format of a packet is shown in Fig. lO(c). The 
packet consists of the training sequence, command bits, data 
sequence, and cyclic redundancy check (CRC) symbols. Two 
orthogonal training sequences are allocated uniquely for each 
station. Except for the BPSK modulated training sequences, 
the modulation scheme is QPSK. The command bits are 
utilized to control all stations from the source station. The 
data sequence is generated from a pseudo noise generator. 
The CRC symbols are generated from the command bits and 
the data sequence with the CRC-16 method. 

At the transmitter side, all these symbols are 8x over­
sampled and passed through a root roll-off Nyquist filter with 
roll-off factor a = 0.7, and then are stored in IQ baseband 
arrays . At the receiver side, oversampled packets are uti­
lized only for searching best sample points. These sample 
points are estimated by a simple correlation technique that 
uses training sequences and the received signals. Note that 
these processes are performed for each packet separately and 
independently. 

4.3 Other Parameters 

The parameters of the system are summarized in Table 2. To 
avoid the DC offset issue, a low IF architecture is employed 
in the system. In the experiments, the transmit gain (Tx-gain) 
of the USRP is varied. 

The fading emulator emulates eight i.i.d. Rayleigh fad­
ing channels. In our system, however, these channels are 
utilized repeatedly in different hops. The propagation chan­
nels on even-numbered hops and odd-numbered hops are 
therefore correlated. These correlated channels are utilized 
every 2 seconds. The maximum Doppler frequency of these 
fading channels is 5 Hz. 

Table 2 Measurement system parameters. 

Parameter 
Number of hops 
Radio frequency 
Modulation scheme 
Symbol rate 
Oversampling 
Packet length 
Filter 

Receiver architecture 
STBC 
1 PPS acquisition 
Channel model 

Maximum Doppler frequency 

5. Experimental Results 

5.1 Single-Hop Performance 

Value 
10 

5.109375 GHz 
QPSK 

100 symbols/s 
8 samples/symbol 

68symbols 
Root roll-off Nyquist 

(Roll-off factor a = 0.7) 
Low IF 

Alamouti scheme 
Every 11 seconds 

i.i.d. Rayleigh fading 
Classical Doppler spectrum 

5Hz 
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To confirm the performance of these implementations, the 
single-hop bit error rate (BER) and the PER are measured. In 
our system, the source station transmits using QPSK without 
STBC, and the relay stations transmit with STBC. In Sect. 2, 
the difference between PER performance without STBC and 
with STCB is ignored and both of them are simply shown as 
F1 because no difference is expected with perfect CSI at the 
receiver. However, in our experimental system, the channel 
estimation at the receiver is not perfect. The performance F1 

with STBC can be degraded from that without STBC because 
the channel estimation is not perfect. To confirm this issue by 
transmission experiments, USRP A and B, shown in Fig. 8, 
transmit in three modes: both USRPs transmit with STBC, 
one USRP transmits with STBC, and one USRP transmits 
without STBC. 

Figures 11 and 12 show the single-hop BER and PER 
measured at USRP C. The theoretical BER performance of 
QPSK without cooperation is also presented in Fig. 11. As 
shown in Fig. 11, the performance degradation due to chan­
nel estimation error, etc., is not severe for modes without 
cooperation. We can see from Figs. 11 and 12 that the differ­
ence between the non-cooperative transmission performance 
with STBC and without STBC is negligible. Also, we see 
from these figures that the error rate performance of STBC 
based cooperative transmission is better than that of non­
cooperative transmission. 

5.2 10-Hop End-to-End PER 

Figure 13 shows the result of the end-to-end PER measure­
ment. In this experiment, PER is measured only when data 
transfer between the USRP and the control PC finishes on 
time through 10-hop transmissions. We use the same setting 
in the four USRPs. The average received SNR of the USRPs 
are different since these USRPs are not calibrated. 

The end-to-end PER shown in Fig. 13 is the average val­
ues of two PERs measured on USRP A and B, or C and Din 
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Fig. I I Single-hop BER performance, where the receiver is USRP C. 
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Fig.12 Single-hop PER performance, where the receiver is USRP C. 
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Fig. 13 End-to-end PER performance. 

each hop. The theoretical end-to-end PER shown in Fig. 13 
is calculated from (3). Here, pz = 5.6 x 10-3, substituted 
for (3), is the average value of p2 measured on every USRP 
in every hop, and PI = 9.7 x 10-2 is the average value of PI 
measured on USRP C and D in the first hop. 

From Fig. 13, we can see that the end-to-end PER per­
formance improves until five hops. This improvement in­
creases due to the cooperation among relay stations. In 
this system, each hop has two cooperative relay stations; 
therefore, even if one relay station does not forward pack-
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ets, the stations in the next hop can receive packets from 
another relay station. Also, we can see from Fig. 13 that 
the experimental end-to-end PER performance agrees with 
the theoretical end-to-end PER performance. Therefore, the 
theoretical end-to-end PER performance is verified by the 
experiments. The difference between the PER performance 
of even-numbered hops and that of odd-numbered hops in 
the experimental results may come from the imbalance in 
the performances among the USRPs. 

6. Conclusion 

This paper examined the end-to-end PER performance of the 
cooperative relay system. The theoretical PER performance 
of multi-hop cooperative networks is derived for any number 
of cooperative relays in each hop. The improvement in the 
end-to-end PER with the number of hops is demonstrated 
both theoretically and numerically. Experiments show that 
the end-to-end PER performance of this system can actually 
improve with the number of hops. 
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