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Access System Virtualization for Sustainable and Agile Development

Akihiro OTAKA†a), Member

SUMMARY This paper describes why we require access system vir-
tualization. The purpose of access system virtualization is different from
that of core network virtualization. Therefore, a specific approach should
be considered such as the separation of software and hardware, interface
standardization, or deep softwarization.
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1. Introduction

Starting with the standardization of B-PON (Broadband Pas-
sive Optical Network) [1] in 1998, the development of opti-
cal access systems has mainly focused on achieving higher
bit rates. B-PON was developed with a 155Mb/s capacity,
and the latest PON system, named NG-PON2 (Next Gener-
ation Passive Optical Network) [2], has been developed as
a time and wavelength division multiplexing-passive optical
network (TWDM-PON) with a 40Gb/s capacity, namely 4
wavelengths each with a capacity of 10Gb/s. And now the
standardization of a 100-Gb/s-class PON system has begun
in IEEE [3].

Today’s PON market is mainly concerned with green
field installation. And the domestic competition as regards
broadband services means that the access network operators
will install a PON system with a higher bit rate. Therefore,
it appears that the trend for PON capacity development will
continue for a while.

On the other hand, in countries where broadband ser-
vices have reached themature stage, such as Japan, the access
system market is different. In Japan, a broadband internet
access service of up to 100Mb/s was started with a PON
system in 2001. It is a very low cost best-effort type service
for a massive numbers of users, and it now covers more than
94% of Japanese area [4], [5]. The growth in the number of
the optical access lines is slowing down.

In the world market, this slowdown with respect to op-
tical access lines has yet to occur. However, it will occur
in the future once optical access area coverage has reached
around 100%.

This paper discusses the requirements and technologies
for future optical access systems in a mature market.
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2. Requirements for Future Access Systems

2.1 Sustainable Development

For access network operators, it is common to install the
latest standard system at the first stage of PON installation.
This is to appeal to consumers by announcing that they can
offer much more capacity in the access network than other
operators, and thus gain more market share during area ex-
pansion. In Japan, the installation of Asymmetric Digital
Subscriber Line (ADSL) services was an example of such
speed competition, and systems were installed with the latest
standard. From 2000 to 2004, the speed of ADSL services
increased from 1.5Mb/s to 47Mb/s [6].

When the possibility of green field development is ex-
hausted, the competition will shift from area expansion to
the acquisition of new users in the existing field. Access
network operators aim to realize efficient network operation
by improving PON utilization. Therefore, the motivation
for installing the latest standard system will decrease during
this stage. And for the fiber to the home (FTTH) service,
the traffic generated by typical users is extremely low com-
pared with the capacity of the access system. Figure 1 shows
the progress made on PON standards and the average traffic
of each user in Japan. The average user traffic is calculated
from the total internet traffic and the number of optical access
users in Japan [7]. Note that the total internet traffic includes
that of ADSL and CATV (Community Antenna Television)
services, so the average user traffic value is overestimated.
And the top 1% and 5% traffic of heavy users is calculated
from the user distribution reported by IIJ [8]. Even for the
top 1% users, less than 1/1000 of the bandwidth provided by

Fig. 1 Progress of PON standardization and user traffic trends.
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the access system is used. Note that the traffic in the busiest
hour is around 2 to 5 times more than the average. Hourly
fluctuations do not affect this discussion. Therefore, very
few users will find the latest system with more bandwidth
attractive, and so there may be very few who will change to
a higher bit rate access service. This means that these users
are not dense enough geographically for PON to be applied.

When FTTH services are in the mature stage, neither
operator nor user will have any intention to switch the access
line to the latest system if there are no new services that
require a high speed such as 4K/8K video distribution. Their
main concern will be how to keep the system and the service
continuously available.

The speed with which FTTH installation progresses
varies from region to region. The Japanese market has now
reached the mature stage and FTTH systems are in the main-
tenance phase. On the other hand, the Chinese market is
now in the growth stage [9], and the system is in the in-
stallation phase. In this situation, it seems that the Chinese
market is attractive for equipment manufacturers and appli-
cation specific integration circuit (ASIC) manufacturers, so
they seem to focus on the development of new systems, not
the maintenance of legacy systems. This makes it difficult
for the operators in mature stage to maintain legacy existing
systems and services.

This is the first issue for operators involved in themature
FTTH stage.

2.2 Agile Development

In the FTTH growth stage, the rapid installation of the sys-
tem is much more important than the variety of services.
So it is common to install a uniform system. On the other
hand, in the mature stage, it is necessary to provide various
kinds of services in order to acquire new users. In 2015,
NTT announced that it was shifting its service strategy from
the business to consumers (B2C) model to the business to
business to consumers (B2B2C) model, namely a collabora-
tion model [10]. In the early stage of the FTTH deployment,
NTT itself sold access services directly to the consumers in
a B2C manner. Now NTT is going to provide access lines
to its business partners who will provide network and infor-
mation technology (IT) services in a B2B2C manner. This
means that NTT will design the network services to meet the
requirements of various kinds of partners.

This strategy will lead to system diversification. The
access network operatormust have a small number of various
kinds of access systems.

Today’s access systems have been developed for specific
services such as FTTH, video distribution, and business-
related virtual private network (VPN) services. The func-
tionalities are implemented differently for each system and
by each manufacturer. Therefore, functions cannot be added
or changed flexibly. FTTH is a simple service that has been
widely installed in the field. A typical FTTH system has
only simple functions and it is usually impossible to add
all the functions needed for B2B2C. For example, the typi-

cal FTTH system does not have bandwidth control function
that supports multiple algorithms as shown in 3.2, because
it has been developed just for the Internet access services.
And it usually does not have enough resources to support all
functions.

Moreover, a system with all the necessary functions is
expensive. It is not realistic for an access network operator
to install a new comprehensive system in advance that will
meet all future requirements. The installation of unnecessary
functions leads to a high cost, and the operator cannot know
all the functions that will be necessary in the future.

This is the second issue with respect to future access
system flexibility.

3. Solutions with Software Defined Technologies

Along with the development of server virtualization tech-
nologies, Software Defined Network (SDN) technologies
have also been developed mainly to realize a flexible net-
work configuration in data centers [11]. And the application
of these SDN technologies to operators’ networks is being
discussed.

In a fixed access network, the users and the central
office are connected by physical wiring, so it is unsuitable
simply to employ SDN technologies for flexible connection
between users and central offices. For the access network,
the ONF R-CORD project is developing the technologies to
realize the flexible network configuration inside the central
office [12]. And to solve the issues mentioned above, we
need technologies not only for the flexible configuration but
also that for the flexible modification and addition of the
functions on the access system. SDN technologies must be
extended.

3.1 Flexible Access System Architecture; FASA

NTT proposed the Flexible Access System Architecture
(FASA) concept as a solution for the problem of future access
[13], [14]. Figure 2 shows a schematic view of the concept.
To make it possible to add and change functions in access
systems, the functions necessary for access are modularized
into small components and combined on a general platform.

The distinctive feature of the FASA is that it selec-
tively uses parts realized by software and those realized by
hardware according to their characteristics. In Internet Pro-
tocol (IP) core networks, conventional servers, routers and
switches use Ethernet communication. Therefore, the con-
ventional servers and the white-box switches with Ethernet
can be used with the add-on software. On the other hand,
access systems should support both an Ethernet frame and
an EPON (Ethernet Passive Optical Network) frame [15], a
GEM (General Encapsulation Method) frame [16], a DSL
frame [17], an ATM (Asynchronous Transfer Mode) cell
[18] and so on, depending on the geographic user density,
and the transmission distance. Such frame processing needs
a high speed and a wire rate. So it is difficult to implement as
application software that runs on conventional central pro-
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Fig. 2 FASA concept.

cessing units (CPUs) and operating systems (OSs). In the
FASA concept, the functions that require high-speed pro-
cessing are implemented as exchangeable hardwaremodules,
such as with ASIC, and the modules will be replaced on a
general-purpose platform. This achieves a flexible change in
the high-speed frame processing functions. And it also inde-
pendently upgrades the platform and the hardware module.
On the other hand, the conventional equipment is imple-
mented as one box or one board that contains ASIC, CPU,
OS and firmware as a monolithic manner, so everythingmust
be modified simultaneously if required.

The functions, which do not require high-speed pro-
cessing, are implemented as an application on the platform.
The applications run on a conventional CPU of the server
or a white box switch platform. And the applications that
do not require frequent processing can be implemented on
cloud servers in an aggregated manner, thereby improving
the efficiency of the equipment and operation.

With the FASA concept, the following can be achieved;
(i) Rapid development, by adding and changing access

functions.
(ii) The hardware platform realizes common spare parts

and common maintenance procedure.
(iii) CAPEX reduction using common hardware.
(iv) The platform hardware can be upgraded independently

of the access functions; therefore the sustainable de-
velopment of the access system can be achieved. (The
sustainable development of the hardware module will
be discussed in 3.3.)

3.2 FASA API

To realize the FASA concept, it is necessary to clearly define
the Application Programming Interface (API) for the com-
bination of software functions. The API supports the optical
line terminal (OLT) configuration, and provides control and
monitoring as well as communication with the optical net-

Fig. 3 Architecture of virtual access system.

work unit (ONU) through the OLT. The Broadband Forum
(BBF) is now developing the architecture and the interfaces
of these functional blocks. These on-going discussions of
virtualOLThardware abstraction (vOLT-HA) and theYANG
model [19] of the access system are complementary to the
FASA concept, so FASA has been proposed to the BBF and
standardization discussions have already started.

Figure 3 shows the virtualized access system architec-
ture discussed in the BBF [20]. The following two types of
APIs should be developed.
(i) Hardware abstraction interfaces, on which access func-

tion applications run on an SDN controller.
(ii) The interface on the OLT hardware, on which time

critical applications run.
And the FASAplatform has functions that realize application
chaining and exchange management.

The first type of API is typically on the SDN con-
troller. It is used for abstracting the hardware and the access
protocols. Through these APIs, the access system can be
configured with OpenFlow [21] and NETCONF [22]. These
interfaces also support alarm monitoring and status reports
from the access system. This first API is essential for the
SDN technology to realize the flexible network configura-
tion.

The second type of API is typically on the OLT hard-
ware. It is used for running time-critical applications such
as bandwidth and QoS control. Note that the time-critical
applications have their own algorithms, and these are also
configured through the first type of API. This second type
API is distinctive for FASA.

For example, there are some types of dynamic band-
width allocation (DBA) algorithm for the upstream traffic
control of a PON system; fixed bandwidth allocation for each
ONU, fair bandwidth allocation, and mobile scheduler syn-
chronized bandwidth allocation. To realize these algorithms,
we need to develop different types of applications. Figure 4
shows the features of these DBA techniques. Fixed band-



964
IEICE TRANS. COMMUN., VOL.E101–B, NO.4 APRIL 2018

Fig. 4 Feature of DBA algorithms.

width allocation is typically employed for the business use
for example with leased lines. It does not use status reports
from ONUs, and so it achieves low latency. The second type
is typically employed for internet access use with best-effort
type service conditions. With this algorithm, the bandwidth
for each ONU is calculated dynamically based on status re-
ports (bandwidth allocation request) from the ONUs. With
this algorithm, a certain amount of delay must occur such
as that caused by report gathering, calculation and sending
the access permissions for each ONU. However, it achieves
high bandwidth efficiency. The third type of DBA is mainly
proposed for mobile fronthaul [14]. With this algorithm,
the PON and mobile schedulers cooperate and the allocated
upstream timing of a PON system is calculated based on the
upstream timing allocated for the mobile terminals. This
requires scheduler cooperation functions on both the PON
and mobile system, and it achieves both a low latency and
high bandwidth efficiency.

In this way, by making the control algorithm exchange-
able, we can achieve high flexibility. And there are the other
functions that must also be exchangeable, namely the sleep
control and the protection control.

3.3 Exchangeable Hardware Module

Exchangeable hardware modules allow us to realize the sus-
tainable development and flexibility of the platform. On the
other hand, the modules are typically composed of ASICs. It
is difficult to realize the same low-layer functions as software
that runs on a standard CPU and OS, because the low-layer
functions require high-speed wire-rate processing and also
require a supporting special transmission-frame structure.
For example, the transmission frame building and parsing
for the PON protocol are not supported by the ordinary net-
work interface card (NIC) used for standard servers andwhite
box switches, because they only support Ethernet. There-
fore, the sustainable development of the hardware modules
themselves is not realized in this architecture. We already
face the risk of discontinued manufacturing of ASICs in the
future.

To achieve the sustainable development of hardware
modules, the functions that require wire-rate processing,
such as the physical and media access control (MAC) layers,
should also be implemented as programs on a generic device.

There are some challenges for the software implementation
of low layers. For example, the high-speed software imple-
mentation technologies for forward error correction (FEC),
and encryption functions with a 10-Gb/s-class processing
rate have been reported [23]. And the real-time processing
of the Multi-Point media access control protocol (MPCP)
of EPON as application software on a standard server has
also been reported [24]. In addition, as the next step, the
utilization of programmable devices, is expected such as a
field programmable gate array (FPGA) and a general purpose
graphic processing unit (GP-GPU) to support a special trans-
mission frame structure for exchangeable hardware modules.

These are the challenges that face the service continuity
using existing access systems and protocols. In the future,
it will be necessary to develop a new protocol that does not
require special hardware devices. This means the protocol
must be able to run on generic devices that are distributed in
large quantities for general purposes, such as Ethernet PHY
and MAC devices.

Note that this discussion is not only for OLTs. ONU
softwarization will realize a built-in ONU in a gateway. The
access operators can provide an ONU box as before, and
can also provide them to the gateway manufacturers under a
software license. This software ONU will extend the range
of the gateway and the use of optical access lines.

3.4 Migration from Legacy

With access system virtualization, it is possible to inten-
sively and flexibly manage the connection configuration of
the core network side of an OLT in the same way as that
discussed for SDNs [12]. For example, the virtual local
area network (VLAN) configuration of each ONU and/or of
each service can be flexibly changed and managed. And
it is also possible to realize VLAN path protection using
these flexible-configuration controls combined with alarms
and monitoring.

As is well known, in the current situation network op-
erators commonly install systems that automatically con-
figure OLTs, switches and routers based on the customers’
service orders. This means that primitive automatic flow-
through operations have been realized. The existing flow-
through system has functions for facility management, in-
ventory management, network configuration management,
creating and applying configuration and so on. The flow-
through operations are realized in cooperation with these
various functions. However, in the current systems, the net-
work equipment interfaces vary depending on such factors as
the manufacturer, device type, and software version. There-
fore, to change to the new service condition requires a new
equipment configuration and new parameters, and to change
the equipment itself to the new hardware version requires the
large-scale development of various systems. It is not realistic
to provide multiple types of small-scale services.

This issue will be solved with the SDN technologies,
when the interfaces between the network equipment and con-
troller, and between the controller and the north-side oper-
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ation systems are standardized. And the SDN technologies
will also realize additional services such as edge computing,
content caching, and virtual customer premise equipment
(vCPE) by employing servers located around the access net-
work [12]. It will be also possible to provide these functions
on the OLT itself if the OLT platform has surplus CPU and
memory resources.

In terms of realizing this extended SDN based access
network, it is not realistic to replace all the already installed
access equipment and systems. In the access network, intro-
ducing SDN technologies in an overlay method as with the
core network does not solve the above problems. Therefore,
the most difficult issue is how to install SDN technologies so
that they can coexist with large numbers of existing systems.

One idea is to install a new system simply for a new
service. The systems will be completely separate for new
and existing services. Another idea is to install new net-
work equipment to replace existing equipment that is close
to the end of its lifetime. The installation method depends
on the circumstances of the network operator and the ex-
isting systems, so it cannot be unequivocally specified. In
any case, the installation and replacement must be under-
taken in a part-by-part manner to achieve a smooth and easy
update. Therefore, the standardization of the interfaces be-
tween each disaggregated functions and their abstraction are
key technologies for future access systems. This disaggre-
gation discussion is similar to the FASA concept for access
equipment virtualization.

4. Conclusion

Without access virtualization technologies, the access sys-
tem cannot develop beyond the mature stage. In the mature
stage, the access service will be diversified, and current ac-
cess systems do not support the flexible addition and change
of functions. It is not realistic to continuously install new
equipment to meet new service demands in the future. And
there is a risk of the discontinued manufacturing of ASICs.
In these situations, the network operators have to consider
how to maintain their current services continuously and how
to keep developing their new access services continuously in
the future.

This paper described access virtualization technologies
including FASA. With these technologies, the functions of
the access system are disaggregated into small parts and
combined with each other with standardized interfaces. This
realizes the sustainable and agile development of both the
access equipment and the controllers.

And further study is needed as regards the operation
systems for SDNs. This paper also showed that the concept of
disaggregation and combinedwith the standardized interface
must be expanded to all operating systems to allow smooth
migration from the legacy network in the future.
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