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SUMMARY This article presents a universal and versatile model of
multiservice overflow systems based on Hayward’s concept. The model
can be used to analyzemodern telecommunications and computer networks,
mobile networks in particular. The advantage of the proposed approach lies
in its ability to analyze overflow systems with elastic and adaptive traffic,
systems with distributed resources and systems with non-full-availability in
primary and secondary resources.
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1. Introduction

Traffic overflow is one of the best known and at the same time
one of the oldest traffic distribution control mechanisms in
networks. This mechanism is activated when the resources
designated to service a given call stream (the so-called pri-
mary resources–PR) are fully occupied and admission of a
new call is blocked. When this is the case, this call can be
redirected to other, alternative, resources (the so-called sec-
ondary resources–SR) that are capable of servicing the call.

The application of the traffic overflow mechanism in
telecommunications networks became possible after the in-
troduction of crossbar switching networks [1] to hierarchi-
cal telephone networks in the 1950s. The traffic overflow
mechanism has also been widely used in packet networks
[2]–[4] to optimize traffic distribution by way of equalizing
the load of individual connection paths [5]. The traffic over-
flow mechanism has also found application in IT systems,
initially to help organize files [6], and then, in recent years,
to increase the efficiency of data centers and cloud solutions
[7]. With the case of data centers, the two basic premises
for the application of traffic overflow are: equalizing loads
[8], [9] and energy consumption limitations [10], [11]. In
optical networks, the traffic overflow mechanism is one of
the keymechanisms, considered as early as the dimensioning
stage for these networks (e.g. in Optical Burst SwitchingNet-
works) [12], [13]. Traffic overflow is also widely used in ac-
cess networks, primarily in mobile wireless networks, [14].
The main reason behind its introduction is optimization of
the use of resources offered by different technologies (e.g. 2G
(GSM), 3G (UMTS) and 4G (LTE)) that operate within the
same area and belong to one operator [14]–[16]. Currently,
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the overflow mechanism is also being considered as one of
the methods for load equalization in self-organizing, self-
optimizing and self-configuring networks [17]–[19]. The
overflowmechanism has also found its application in smaller
structures, such as switching networks, because an introduc-
tion of overflow links in the switches of the first stage leads
to a significant decrease in the level of the internal blocking
in a switching network [20]–[23].

The first mathematical overflow models for single-
service networks are proposed in such classic, from today’s
perspective, works as for example, [1], [24]–[31]. The
biggest practical importance for traffic engineering of net-
work systems have the following works: [1], [25], [30]. In
[1], [25], the Equivalent RandomTraffic (ERT)method is de-
veloped, while in [30] a method, called Fredricks-Hayward’s
method (FH) is proposed that significantly simplifies the
approach adopted in the ERT. Both methods are based on
the two first moments of overflow traffic, the average value
of traffic intensity and its variance (the so-called Riordan’s
formulas), determined on the basis of a two-dimensional
Markov process in a system in which SR have infinite ca-
pacity [32]. In the ERT method, overflow traffic moments
provide the basis for a determination and definition of equiv-
alent resources (ER), i.e. single, fictitious PR such that traffic
that overflows from them is identical with traffic that over-
flows from a number of real PR. On the basis of the ER it is
then possible to determine the blocking probability for calls
in an overflow system, and in SR in particular. In the method
[30], in turn, Riordan’s formulas provide a basis for a deter-
mination of the peakedness factor of the total traffic offered
to SR, and in consequence the blocking probability in SR.
The blocking probability can be determined on the basis of
a modification to Erlang’s formula (the so-called Hayward’s
formula), in which overflow traffic and the capacity of SR
are divided by the peakedness factor.

From among a number of other single-servicemodels of
overflow systems, the following works are notable [26], [33],
[34], in which an approximation of an overflow call stream
by a Pascal stream is proposed. Then, in [3], [35], [36]
overflow systems with queues are analyzed. In [3], [37],
overflow traffic is described on the basis of the two and the
three first moments of the IPP process (Interrupted Poisson
Process) [38]. The problem of a development of analytical
models of systems with traffic overflow to which Engset
traffic streams (from a finite number of traffic sources) are
offered, are discussed in [28], [29], [39], among others.

Works on multiservice traffic overflow were initiated
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in the 1990s by a commercial implementation of the first
multiservice telecommunications network – Integrated Ser-
vices Digital Network (ISDN) [40]. These works, assisted
by ever-growing new network technologies and standards,
have been carried out ever since until now. [41], [42] pro-
pose a methodology to model multiservice overflow systems
on the basis of the approach proposed in [30] for single-
service systems. In the case of multiservice systems, PRs
are modelled on the basis of a multiservice model of Full
Availability Group (FAG), in which the occupancy distribu-
tion can be determined on the basis of a simple recurrent
formula [43], [44] for Erlang traffic streams, and on the basis
of [45], [46] for Engset, Erlang and Pascal traffic streams.
Secondary resources (SR), in turn, are modelled on the ba-
sis of a modification of the FAG in which offered overflow
traffic is divided by appropriate (corresponding) peakedness
factors.

The model [41], [42] has provided a basis for a con-
struction of a large number of advanced models of overflow
systems. For example, in [47], [48], limited availability of
secondary resources is taken into consideration, while in
[49], systems with multiservice Engset traffic streams, gen-
erated by a finite number of traffic sources, are considered.
A possibility to service elastic traffic is taken into consid-
eration in [47], [50], while in [51] a model of an overflow
system with adaptive traffic is developed.

Other notable multiservice models of overflow systems
include, for example, [52], [53] which propose concepts for
modelling traffic offered to SR on the basis of processes
of the type: Markov-Modulated Poisson Process (MMPP).
Then, in [54], [55], to describe such traffic the Batched Pois-
son Process (BPP) is used. [56], [57] propose SR models
with offered overflow traffic with a required value of the
peakedness factor. In [13], [58], [59], overflow systems are
considered in which PR and SR have different service pa-
rameters (service time, bitrate). In [60], to describe overflow
systems, a two-dimensional convolution algorithm is used,
while in [61], an overflow system is approximated by an EIG
model (Erlang Ideal Grading) [62]. Multiservice switching
networks with overflow links are analyzed in [22], [23], [63].

The present article shows a number of different possi-
bilities of modelling multiservice overflow systems on the
basis on the methodology proposed in [41], [42]. Multiser-
vice PR and SRmodels are presented as well as a method for
a determination of the parameters of overflew traffic. The
article presents different ways for modelling systems with
distributed resources, elastic traffic and adaptive traffic. The
article also shows a possibility of modelling multiservice PR
and SR with non-full-availability. Until now, such systems
have not been analyzed in the literature.

The article has been structured as follows. Section 2
presents briefly the ERT and the FH methods elaborated
for modelling single-service overflow systems. Section 3
provides a description of multiservice traffic. In Sect. 4,
the most general multiservice PR model, a method for a
determination of the parameters of overflow traffic and the
most general SR model are presented. Section 5 presents

a number of the most representative multiservice models
with traffic overflow. Section 6 compares the results of the
analytical modelling with the results of the simulations for a
number of selected structures of overflow systems. Section 7
concludes the article.

2. Traffic Overflow in Single-Service Systems

2.1 Parameters of Traffic Overflow

If Erlang traffic with the intensity A Erl. is offered to PR
with the capacity of V Allocation Units (AUs), then traffic
that overflows from such resources (overflow traffic) will be
described by the so-called Riordan’s formulas [1]:

R = A [EV (A)] = A


AV

V !

/ V∑
i=0

Ai

i!


(1)

σ2 = R
(

A
V + R + 1 − A

+ 1 − R
)

(2)

where R is the average value of overflow traffic, whereasσ2 is
the variance of overflow traffic. The symbol EV (A) defines
the blocking probability in the Erlang model. In classic
single-service systems, the notion of AU corresponds to and
defines those resources that can service one single call, i.e.
a link or a channel.

2.2 Equivalent Resources – ERT Method

If SR with the capacity V AUs is offered non-Erlang traf-
fic, characterized by the parameters R, σ2, then a certain
amount of equivalent resources are defined (ER). ER have
the capacity ∆V ∗, while traffic offered to these resources is
Erlang traffic with the intensity A∗ Erl. The parameters A∗,
∆V ∗ are chosen in such a way as to describe traffic that over-
flows from the ER by the parameters R, σ2. Figure 1 shows,
in a schematic way, the concept of the ER. The parameters
A∗, ∆V ∗ can be determined on the basis of Equations (1)
and (2) for known values of the parameters R, σ2 [1], [64].
Having determined the values of the parameters A∗, ∆V ∗, it
is possible to determine the blocking probability E in SR on
the basis of the Erlang model for a group with the capacity
(V+∆V ∗) to which trafficwith the intensity A∗ Erl is offered:

Fig. 1 The concept of equivalent resources.
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E = EV+∆V ∗ (A∗) =
(A∗)V+∆V

∗

(V + ∆V ∗)!

/ V+∆V ∗∑
i=0

(A∗)i

i!
(3)

2.3 Hayward’s Concept

If SR with the capacity V AUs is offered non-Erlang traffic,
characterized by the parameters R, σ2, then the blocking
probability E can be determined on the basis of a modified
Erlang’s formula (called Hayward’s formula) [30]:

E = EV/Z (R/Z ) (4)

where Z is the peakedness factor of offered traffic:

Z = σ2/R (5)

It should be stressed that both the ER model and the Hay-
ward’s concept are approximate models, though their accu-
racy is comparable with each other and still very high [33].

3. Traffic Overflow in Multiservice Systems

3.1 Multiservice Traffic

Modern networks are packet networks that service a number
of call classes. In traffic theory, the assumption is that in
multiservice systems a call is meant to be a packet stream re-
lated to a given service, often termed as the flow [65]–[67].
Following numerous research studies, it has been verified
that call streams for a large number of services can be ap-
proximated by Poisson streams [67], [68]. A call of class i
is assigned a certain constant bitrate ci , expressed in kbps
and determined on the basis of the maximum bitrate or other
methods known from the literature, such as [69]–[72]. The
assumption in the article is that call streams are Poisson
streams that can be described as follows:

• M – the number of traffic classes offered to the system,
• λi – intensity of a call stream of class i (0 < i ≤ M),
• µi – the average service intensity of a call of class i,
• ci – constant bitrate of a call of class i,
• Ai – traffic intensity of traffic of class i offered to the
system:

Ai = λi/µi (6)

In multiservice systems it is possible to determine the
value of the allocation unit (AU) on the basis of the bitrates ci .
The maximum value of AU can be determined as the GCD
(Greatest Common Divisor) of all the bitrates of individual
classes [73]:

cAU = GCD(c1, c2, . . . , cM ) (7)

A choice of the allocation unit (AU) allows the so-called
discretization of a multiservice system to be made, i.e. the
expression of the demands of individual call classes as well
as the capacity of the system in AUs:

ti = dci/cAUe, V = bC/cAUc (8)

Fig. 2 General diagram of multiservice overlow.

where C is the bitrate of the resources of a system under
consideration, and is expressed in kbps. Observe that after a
discretization of a system, demands of particular call classes
are dimensionless and are the multiples of AU. A further as-
sumption is that the values of demands for individual classes
are known.

3.2 General Scheme of Multiservice Traffic Overflow

Figure 2 shows a scheme ofmultiservice traffic overflow. The
system of primary resources is composed of r PRs. Each PR
is offered a mixture of M Erlang traffic classes. Traffic that
cannot be serviced by PR overflows to SR. The notation in
Fig. 2 is the following:

• M – the number of traffic classes offered to each PR,
• Ai, j – intensity of traffic of class i offered to PR j
(0 < j ≤ r),

• ti – the number of AUs demanded by a call of class i,
• Vj – capacity of PR j,
• Ri, j – intensity of traffic of class i that overflows from
PR j,

• σi, j – variance of traffic of class i that overflows from
PR j,

• V0 – capacity of SR.

In Fig. 2, all the possibilities of potential distribution of
PR/SR are marked with dotted line. The problem of resource
distribution will be addressed more thoroughly in Sect. 4.

4. Assumptions for Overflow System Modeling

4.1 Recurrence Resource Models

The assumption in the article is that PR will be modelled by
multiservice FAG models [43]–[46], [54]–[56], [66], [74]–
[80] in which the occupancy distribution in a non-state-
dependent system is determined in a recurrent way. In the
case ofmodelling of distributed PR, the LAG (LimitedAvail-
ability Group) model is used [79], [81], [82]. This model
also uses a recurrence form of a state-dependent multiservice
system.

Another assumption in the article is that SR will be
modelled, in line with Hayward’s concept, on the basis of
modified FAG/LAGmodels [41] in which the intensities Ri, j

of overflow traffic in individual classes are divided by the
peakedness factors that correspond to these streams Zi, j :
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Zi, j = σ
2
i, j/Ri, j (9)

whereas the capacity V0 for SR is divided by the so-called
aggregate peakedness factor Z0 [41]:

Z0 =

r∑
j=1

M∑
i=1

Zi, j

Ri, j ti, j∑r
k=1

∑m
l=1 Rk,ltk,l

(10)

The aggregate peakedness factor is then determined on
the basis of the weighted average of the peakedness factors of
corresponding appropriate traffic classes that overflow from
individual PR. The assumption is that the weight of each
factor Zi, j is directly proportional to the number of AUs that
is necessary for the complete service of overflow traffic Ri, j .

In its general form, the occupancy distribution in a mul-
tiservice system can be written in the following way:




[P(n)]v = RFX {[P(n − ti)]v } for 0 ≤ n ≤ v
[P(n)]v = 0 for v < n < 0∑v

n=0 [P(n)]v = 1
(11)

where [P(n)]v is the occupancy probability of n AUs in the
resources with the capacity v AUs. The symbol RFX(n) (Re-
current Function) depends on the structure of given resources
and the implemented traffic management mechanisms. The
parameter X = {PR, SR} defines the type of resources under
consideration.

Once the distribution [P(n)]v has been determined it
is possible to determine the blocking probability for calls of
individual classes in particular PRs/SRs:

[
Ei, j

]
v
=

∑v

n=v−ti+1
[P(n)]v (12)

where v = Vj for PR and v = V0/Z0 for SR.
An appropriate explicit form of the function RFX(n)

will be given in the section devoted to the dicussion on
appropriate types of overflow systems.

4.2 Modelling of the Parameters of Overflow Traffic

The distribution (11) allows us to determine the blocking
probability (12), and in consequence the average value of
the intensity of traffic of class i that overflows from j-th PR:

Ri, j = Ai, j

[
Ei, j

]
Vj

(13)

Until now, no accurate method for a calculation of the vari-
ance σ2

i, j of overflow traffic of class i that overflows from the
j-th PR has been developed. In this article we present two
approximate methods for a determination of the parameter
σ2
i, j . Both methods involve a decomposition of the multi-

service PR that services M traffic classes into M fictitious
single-service PRs with the capacity V ∗i, j . The knowledge of
the parameters Ai, j and V ∗i, j makes it possible to use Formula
(2) to determine the variance:

σ2
i, j = Ri, j




Ai, j

V ∗i, j/ti, j + Ri, j + 1 − Ai, j
+ 1 − Ri, j




(14)

where the quotientV ∗i, j/ti, j normalizes the system to a single-
service model.

In the method [42], the capacities of fictitious resources
V ∗i, j are determined in relation to the criterion of blocking
probability matching, i.e. on the basis of the Erlang model,
with the additional assumption that the blocking probability
in PR and in fictitious resources is identical:

[
Ei, j

]
Vj
= EV ∗i, j

(Ai, j ) (15)

In the method [41], the capacity V ∗i, j of fictitious re-
sources is determined with respect to the criterion of carried
traffic matching and is defined as the average part of the ca-
pacity Vj that is not occupied by calls of those classes that
are different from a given class i:

V ∗i, j =
1
ti

[
Vj −

∑M

k=1,k,i
Yk, j tk

]
(16)

where Yk, j is the average value of the intensity of traffic of
class k carried in the j-th PR:

Yk, j = Ak, j

(
1 −

[
Ek, j

]
Vj

)
(17)

The accuracy of the above methods depends on a given sys-
tem under scrutiny and on the load area. However, on the
basis of the authors’ own experience gained during numer-
ous relevant studies, Authors are in position to claim that in
general both methods offer the same accuracy.

4.3 Sequence of Calculations

Successive steps in modeling a multiservice overflow system
of which the general scheme in presented in Fig. 2 can be
summarized as follows:

1. Determination, on the basis of (11) and (12), of the
occupancy distribution and the blocking probability in
PR.

2. Determination, on the basis of (13), (14), (9) and (10),
of the parameters of traffic that overflows from PR, i.e.
the parameters Ri, j , σ2

i, j , Zi, j , Z0.
3. Determination, on the basis of (11) and (12), of the

occupancy distribution and the blocking probability in
SR.

5. Overflow System Models

5.1 Model of a System with Streaming Traffic

In streaming traffic, the bitrate of a call and its service time
are independent of the current load of a network. In such a
case, the occupancy distribution of PR comes down to the
distribution [43], [44], which means that it will be deter-
mined by the distribution (11), in which v = Vj , whereas the
function RFPRj (n) takes on the following form:

RFPRj (n) =
1
n

∑M

i=1
Ai, j ti [P(n − ti)]Vj

(18)
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The occupancy distribution in SR comes down to the distri-
bution [41] and can be expressed by Formula (11), in which
v = V0/Z0, whereas the function RFSR(n) takes on the fol-
lowing form:

RFSR(n) =
1
n

M∑
i=1

r∑
j=1

Ri, j

Zi, j
ti [P(n − ti)]V0/Z0 (19)

5.2 Model of a System with Elastic Traffic

Modern multiservice networks with differentiated QoS pa-
rameters, including the Internet, are packet networks in
which calls (packet streams) are influenced by different traf-
fic shaping mechanisms. Elastic traffic [83] is related to the
mechanism of thresholdless compression that is related pri-
marily to non-real time services in those networks that em-
ploy Transmission Control Protocol (TCP protocol). This
mechanism works in the following way. In states with high
resource loads, the absence of free AUs to service a new call
leads to a compression of all calls that are currently being
serviced. This compression is based on an increase in service
time and a concurrent decrease in the number of admitted
AUs to a value that allows this new call to be serviced (with
a decreased number of AUs and extended service time).

Modelling of systems with elastic traffic is based on an
introduction of certain fictitious virtual resources V vir to the
system. This means that the capacity of the system in the
model is: V + V vir, where V is the real capacity. In states
n ≤ V , calls do not undergo the compression mechanism,
while the call service in the fictitious service area (V < n ≤
V vir) corresponds to the compression in a system with the
real capacity. In the fictitious service area, the ratio n/V is
the measure of the “compression depth” and determines how
many times the bitrates of serviced calls in the system are
decreased in the occupancy state n.

The occupancy distribution in PR with elastic traffic
can be reduced to the approximating distribution derived in
[66]. This distribution can be written in the form (11), where
v = V + V vir, and the function RFPRj (n) is equal to:

RFPRj (n) =
1

min(n,Vj )

M∑
i=1

Ai, j ti [P(n − ti)]Vj+V
vir
j

(20)

The occupancy distribution in SR can be approximated by the
distribution proposed in [47] which, in the adopted notation
for the distribution (11) for v = (V0+V vir

0 )/Z0, can be written
as follows:

RFSR(n)=
1

min(n,V0/Z0)

M∑
i=1

r∑
j=1

Ri, j

Zi, j
ti[P(n − ti)]V0+V

vir
0

Z0

(21)

Note that if the compression mechanism is applied only in
PR (SR), then to model the resources of SR (PR) the model
(19) (model (18)) is used.

5.3 Model of a System with Adaptive Traffic

Adaptive traffic is related to the threshold compressionmech-
anism. It is used in the case of the execution of real-time
services with Real-Time Transport Protocol (RTP) [84] and
Real-Time Control Protocol RTCP [85]. The operation of
this mechanism is the following. The resources of a system
are divided into load areas (LAs), limited by appropriate
occupancy thresholds. When a given system exceeds a pre-
defined occupancy threshold, a new call will be admitted
with a decreased, pre-defined earlier, number of AUs that
remains unchanged throughout the service execution. Ser-
vice time does not depend on the load of the system and in
each load area is identical. The assumption is that threshold
compression mechanisms in PR and SR operate indepen-
dently and, as a result, calls from PR to SR overflow in their
uncompressed form.

Note that the threshold compression mechanism re-
duces bitrates at the stage of newcall admissionwhich remain
the same and unchanged during service. The thresholdless
compression mechanism, discussed earlier in the previous
subsection, influences in turn the calls that are already being
serviced.

Modelling of systems with adaptive traffic is based
on the introduction of a set of occupancy thresholds for
each call classes to the resources. Therefore, for class
i the set qi of thresholds:

{
Ti,1,Ti,2, . . . ,Ti,qi

}
is intro-

duced, where the thresholds are arranged non-decreasingly
0 < Ti,1 < Ti,2 < Ti,qi < V and V is the capacity of the
resources under consideration. In the model, LAs lim-
ited by the neighboring thresholds are considered, in which
calls are allocated appropriate numbers of AUs from the
set

{
ti,0, ti,1, . . . , ti,qi

}
for service, where ti,0 > ti,1 > ti,qi .

Therefore, in the LA, such that 0 ≤ n ≤ Ti,1 calls of class i
obtain ti,0 AUs. Respectively for the LA: Ti,k < n ≤ Ti,k+1
it is ti,k AUs, whereas for the LA: Ti,qi < n ≤ V it is ti,qi
AUs. The occupancy distribution in PRwith adaptive traffic,
compressed in a threshold way, will be then reduced in its
essence to the distribution (11), in which v = Vj , whereas
Function RFPRj (n) takes on the following form [86]–[88]:

RFPRj (n) =
1
n

M∑
i=1

qi∑
k=0

Ai, j ti,kδi,k (n− ti,k )[P(n− ti,k )]Vj

(22)

where δi,k is the conditional transition probability, in this
particular case equal to:

δi,k (n) =



1 for Ti,k < n ≤ Ti,k+1

0 otherwise
(23)

For the correspondence with the load intervals pre-defined
earlier in (23), the assumption is that Ti,0 = 0 and Ti,qi+1 =
Vj . It should be noted that the parameter δi,k = 1 only in this
load area in which the allocated number of AUs to service
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a call is ti,k . Another assumption is that the thresholds
in PR are arranged in such a way [89] that the blocking
phenomenon occurs exclusively in the oldest LA: Ti,k < n ≤
Vj . Then, (12) can be written as follows:

[
Ei, j

]
Vj
=

∑Vj

n=Vj−ti,qi+1
[P(n)]Vj

(24)

The occupancy distribution in SR comes down in its
essence to the distribution [51] and can be expressed by For-
mula (11), in which v = V0/Z0, whereas Function RFSR(n)
takes on the following form:

RFSR(n) =
1
n

M∑
i=1

qi∑
k=0

r∑
j=1

Ri, j

Zi, j
ti,kδi,k (n−ti,k )

[
P(n − ti,k )

]
V0
Z0

(25)

where:

δi,k (n) =



1 for Ti,k
Z0

< n ≤ Ti,k+1
Z0

0 otherwise
(26)

5.4 Model of a System with Distributed Resources

The basis formodelling of systemswith distributed resources
is provided by Limited Availability Group (LAG) [79], [81],
[82]. LAG is a set of separated component resources to
whichmultiservice traffic is offered. The notion of “resource
separation” is related to the way calls are serviced in the
LAG. A call of class i can be serviced, when the LAG has at
least ti free (unoccupied) AUs in one component resource.
This means that a call cannot be “divided” between AUs of
a number of component resources. The assumption is that
the LAG services streaming traffic and that it is composed
of s identical component resources, each with the capacity f
AUs. This group can model a group of, for example, s cells
of a mobile network [48] or an output group of a switching
network [22], [23].

The occupancy distribution in the j-th PR with dis-
tributed resources can be approximated by the distribution
(11) dla v = Vj = s j f j , while Function RFPRj (n) takes on
the following form [81]:

RFPRj (n) =
1
n

M∑
i=1

Ai, j tiξi, j (n − ti) [P(n − ti)]Vj
(27)

where ξi, j is the conditional transition probability for a
stream of class i that can be determined combinatorially:

ξi, j (n) =
F (Vj − n, s j, f j ) − F (Vj − n, s j, ti − 1)

F (Vj − n, s j, f j )
(28)

Function F (x, s, f ) w (28) is the number of the arrangements
of x free AUs in s separated component resources, each of
which with the capacity equal to f :

F (x, s, f ) =
b x
f +1 c∑
k=0

(−1)k
(
s
k

) (
x + s − k ( f + 1) − 1

s − 1

)
(29)

The parameter ξi, j expresses the number of favorable
arrangements (the numerator in Formula (28) to all possi-
ble arrangements (the denominator in Formula (28)) of free
AUs in the j-th PR. The notion of favorable arrangements
is understood to mean such arrangements of free AUs in s j
separated component resources that at least one of these re-
sorces can service a call of class i that requires ti AUs to set
up a connection. The blocking probability in distributed PR
is determined by Formula:

[
Ei, j

]
Vj
=

∑Vj

n=0

[
1 − ξi, j (n)

]
[P(n)]Vj

(30)

The occupancy distribution in SR with distributed resources
comes down to the distribution [41] and can be expressed by
Formula (11), in which v = V0/Z0, while Function RFSR(n)
takes on in the considered case the following form [47], [48]:

RFSR(n) =
1
n

M∑
i=1

r∑
j=1

Ri, j

Zi, j
tiξi,0(n − ti) [P(n − ti)]V0

Z0

(31)

where:

ξi,0(n)=
F (V0/Z0 − n, s0, f0/Z0) − F (V0/Z0 − n, s0, ti − 1)

F (V0/Z0 − n, s0, f0/Z0)
(32)

The PR and SRmodels presented above refer to stream-
ing traffic. Thesemodels can be generalized to include elastic
and adaptive traffic, e.g. [47] describes a model with elastic
traffic in which SRs are distributed.

5.5 Model of a Non-Full-Availability System

A large number of network systems are non-full-availability
systems in which new calls that arrive at a given input have
access only to a certain part d of resources, lower than the
total capacity of the resources V . If a new call of class i
arrives at the input to the system and d resources, available
to this input, cannot service a given call (i.e. do not have
ti free AUs), then this call is lost despite the fact that the
system has ti AUs that could service this call. The basis
for modelling multiservice non-full-availability systems is
provided by the EIG (Erlangs Ideal Grading) [90]. The first
multiservice model of the EIG with identical value of the
availability parameter for all classes of calls is proposed in
[91]. In [62], [92] an EIG model with variable value of the
availability parameter is proposed.

The inputs of the EIG that have access to the same
resources are called a load group. A multiservice EIG has
the following properties:

1. the number of load groups is equal to the number of
possible choices of d AUs from among all V AUs (two
load groups differ from each other by at least one AUs),

2. each load group has access to the same number of d
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AUs of the group,
3. traffic offered to each load group is identical,
4. the occupancy distribution in each of the load groups is

identical.

The occupancy distribution in the j-th PR with non-
full-availability resources approximated by the EIG model,
is determined by the distribution (11) for v = Vj and the
availability di, j for calls of class i. Function RFPRj (n) in
such a case takes on the following form [62]:

RFPRj (n) =
1
n

M∑
i=1

Ai, j ti
[
1 − γi, j (n − ti)

]
[P(n − ti)]Vj

(33)

where γi, j is the conditional blocking probability for calls of
class i in the occupancy state n AUs in the EIG:

γi, j (n) =
Ψ∑

x=di, j−ti+1

(
di, j

x

) (
Vi, j − di, j

n − x

) / (
Vi, j

n

)
(34)

The upper limit of the summation in (34) depends on n:

Ψ =



n if (di, j − ti + 1) ≤ n ≤ di, j

di, j if n > di, j
(35)

Having the conditional probabilities γi, j determined, we can
determine the blocking probability for calls of class i in PR j:

[
Ei, j

]
Vj
=

∑Vj

n=di, j−ti+1
γi, j (n) [P(n)]Vj

(36)

The occupancy distribution in SR with non-full-availability
resources, approximated by the EIGmodel, can be expressed
by Formula (11), in which v = V0/Z0, whereas Function
RFSR(n) takes on in the considered case the following form:

RFSR(n) =
1
n

M∑
i=1

r∑
j=1

Ri, j

Zi, j
ti

[
1 − γi,0(n − ti)

]
[P(n − ti)]Vj

Z0

(37)

where:

γi,0(n) =
Ψ∑

x=
di,0
Z0
−ti+1

*
,

di, j
Z0
x

+
-

(Vi,0
Z0
−

di,0
Z0

n − x

) / (Vi, j

Z0
n

)
(38)

The non-full availability PR and SR models presented above
refer to streaming traffic. These models can be easily gener-
alized to include elastic and adaptive traffic.

5.6 Model of an Overflow System with BPP Traffic

Multiservice traffic of the type BPP (Bernoulli, Pascal, Pois-
son) is a mixture of Engset (Bernoulli call stream), Erlang
(Poisson call stream) and Pascal traffic (Pascal call stream).

Note that BPP traffic includes all “Markovian” dependencies
in traffic intensity on a given state of resources. In the case
of Erlang traffic, offered traffic Ai,Er is independent of the
occupancy state n:

Ai,Er(n) = Ai,Er for i ∈ MEr (39)

In the case of Engset traffic, traffic intensity Ai,En decreases,
while for Pascal traffic Ai,Pa increases alongwith the increase
in n:

Ai,En(n) = αi,En
[
Si,En − Ni,En

]
for i ∈ MEn (40)

Ai,Pa(n) = αi,Pa
[
Si,Pa + Ni,Pa

]
for i ∈ MPa (41)

where Si,X (X ∈ {En, Pa}) is the number of traffic sources of
class i type X , αi,X is the average traffic intensity from one
free source of class i type X , Ni,X is the number of calls of
class i, type X , that are serviced in state n, whereas MX is
the set of all traffic classes of type X .

The occupancy distribution in PR with BPP traffic can
come down then to the distribution [45], [62], i.e. will be
determined by the distribution (11), inwhich v = Vj , whereas
Function RFPRj (n) will take on the following form:

RFPRj (n) =
1
n




∑
i∈Mi,Er

Ai, j,Erti,Er[P(n − ti,Er)]Vj+∑
i∈Mi,En

αi, j,En
[
si, j,En − yi, j,En(n)

]
ti,En[P(n − ti,En)]Vj+

∑
i∈Mi,Pa

αi, j,Pa
[
si, j,Pa + yi, j,Pa(n)

]
ti,Pa[P(n − ti,Pa)]Vj




(42)

where yi,X (n) is the average value of the number of serviced
calls of class i, type X :

yi, j,X =
αi, j,X

[
Si, j,X ± yi, j,X (n − ti,X )

] [
P(n − ti,X )

]
Vj

[P(n)]Vj

(43)

The occupancy distribution in SR with BPP traffic can
come down to the distribution [62], i.e. will be determined by
the distribution (11), in which v = V0/Z0, whereas Function
RFPRj (n) will take on the following form:

RFSR(n) =
1
n




∑
i∈Mi,Er

r∑
j=1

Ri, j,Er

Z0
ti,Er[P(n − ti,Er)]V0

Z0
+

∑
i∈Mi,En

r∑
j=1

Ri, j,En

Z0
ti,En[P(n − ti,En)]V0

Z0
+

∑
i∈Mi,Pa

r∑
j=1

Ri, j,Pa

Z0
ti,Pa[P(n − ti,Pa)]V0

Z0




(44)

In the case of Engset and Pascal traffic, a decomposition
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of the PR, e.g. by the method [42], requires an appropriate
formula to determine fictitious capacitiesV ∗i, j,X to be applied.
For this purpose, Formula (15) is used for Erlang traffic,
whereas for Engset and Pascal traffic, Engset and Pascal
formula, respectively [33]:

[
Ei, j,En

]
Vj
=

(
Si, j,En
V ∗
i, j,En

) (
αi, j,En

)V ∗
i, j,En

∑V ∗
i, j,En

n=0

(
Si, j,En

n

) (
αi, j,En

)n (45)

[
Ei, j,Pa

]
Vj
=

(
Si, j,Pa + V ∗

i, j,Pa − 1
V ∗
i, j,Pa

) (
αi, j,Pa

)V ∗
i, j,Pa

∑V ∗
i, j,Pa

n=0

(
Si, j,Pa + n − 1

n

) (
αi, j,Pa

)n (46)

Since Riordan’s formulas (13) and (14) allow us to determine
the variance of overflow traffic with the assumption that of-
fered traffic is Erlang traffic, then it is necessary to convert
Engset and Pascal traffic Ai, j,X into equivalent Erlang traffic
(Ai, j,X )∗Er that overflows from the equivalent resources with
the capacity ∆V ∗i, j,x . To achieve that, the concept of equiva-
lent resources (Sect. 2.2) is used. The average value and the
variance for Engset and Pascal traffic are equal [33]:

Ai, j,En = Si, j,En
αi, j,En

1 + αi, j,En
(47)

σ2(Ai, j,En) = Si, j,En
αi, j,En(

1 + αi, j,En
)2 (48)

Ai, j,Pa = Si, j,Pa
αi, j,Pa

1 − αi, j,Pa
, (49)

σ2(Ai, j,Pa) = Si, j,Pa
αi, j,Pa(

1 − αi, j,Pa
)2 (50)

For the parameters Ai, j,X , σ2(Ai, j,X ), it is now possible
to determine, on the basis of Eqs. (1) and (2), the parameters
of the equivalent resources (Ai, j,X )∗Er, ∆V ∗i, j,X . Now, traffic
with the intensity (Ai, j,X )∗Er is offered to PRwith the capacity
V ∗i, j,X + ∆V ∗i, j,X . Thus defined PR allows us to determine the
parameters for trafffic that overflows to SR, i.e., the average
value Ri, j,X and the variance σ2

i, j,X . It should be noted that
for Engset trafffic with the capacity ∆V ∗i, j,X it takes on nega-
tive values. Therefore, to determine offered traffic (Ai, j,X )∗Er
in (1) the integral form of Erlang’s formula [28] is used. This
problem is addressed in a more detailed way in [51].

5.7 Commentary

This article aims at a presentation of the possibilities offered
by Hayward’s concept [30] to model multiservice overflow
systems in present-day network systems. The authors of the
article believe that Hayward’s concept is universal, versatile
and promising for modelling modern multiservice overflow
systems. In Sect. 5.1, the most general model with streaming
traffic [41], [42] is discussed, where the parameters of calls,
both in PR and SR are fixed (do not change). In Sect. 5.2,

an overflow model with elastic traffic compressed thresh-
oldlessly [50] is discussed, whereas in Sect. 5.3 a model
with adaptive traffic with threshold compression is presented
[51]. In Sects. 5.4 and 5.5, models of multiservice overflow
systems are presented in which the occupancy distributions
are state-dependent, i.e. a model with distributed resources
[47], [48] and a model in which PR and SR can be of non-
full-availability nature. In Sect. 5.6, a model of an overflow
system with BPP traffic [51] is described. The propositions
of themodel with non-full-availability resources is published
for the first time and has not been verified in simulations yet.

The proposed models show that the Hayward’s concept
can be used to model overflow in all possible traffic configu-
rations and all traffic shapingmechanisms in PR and SR used
in modern network systems. In the near future, the authors
intend to solve, on the basis of the Hayward’s approach, the
problem of overflow in systems with queues in PR and SR
as well as the problem of concurrent overflow of a mixture
streaming, elastic and adaptive traffic. Since the proposed
models are approximate models, the question arises as to the
accuracy the models can offer. In the following section the
results of a comparison of analytical modelling with simu-
lation modelling for a number of selected overflow systems
will be presented. These results show high accuracy of the
proposed models that is comparable with the accuracy of-
fered by other multiservice models [89]. Therefore, these
models can be successfully used in practice to model and
optimize network systems.

6. Numerical Results

This section presents results provided by a comparison of the
analytical calculations for a number of selected overflow sys-
tems with those obtained in the simulation experiments. The
results, presented in Figs. 3, 4 and 5 are limited to the systems
presented in Sects. 5.1, 5.2 and 5.4, respectively. The param-
eters of the systems under investigation are listed in Tables 1,
2 and 3, respectively. The aim of this section is to provide
a general presentation of the accuracy of methods based of
Fredericks-Hayward’s methodology, elaborated for model-
ing multiservice systems with traffic overflows. The detailed
evaluation of the accuracy of the presented methods, also
for other systems, can be found in the authors’ publications
cited in particular sections of this article. All simulation ex-
periments were carried out for 5 series, 10000000 calls each.
The results of the simulation are marked with appropriate
symbols with the 95% confidence intervals.

The results of the study clearly show that the accuracy
of the method does not depend on the capacity of both PR
and SR. In the same way, any differentiation in demands of
individual classes (the t parameter) does not influence the
accuracy of the proposed method. The results presented in
this article as well as numerous other results published in
the literature provide ample evidence as to state that the use
of Fredericks-Hayward’s concept provides high accuracy in
calculations for systems with overflow traffic.

The biggest influence on the accuracy of the models
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Fig. 3 Blocking probability in the alternative resources of the system
presented in Table 1.

Fig. 4 Blocking probability in the alternative resources of the system
presented in Table 2.

Fig. 5 Blocking probability in the alternative resources of the system
presented in Table 3.

Table 1 The parameters of the overflow system from Sect. 5.1.
j Vj t1 t2 t3 V0

1 60 2 3 6
2 60 1 4 6 140
3 100 1 5 10
4 100 1 5 10

has the expression Z0/V0 that usually takes on non-integer
values. When this is the case, Authors take advantage of the
simplest linear interpolation that provides sufficient accu-
racy in engineering applications and practice. A method for
a determnation of the capacity of fictitious resources (with
regard to the criterion of the adjustment of the blocking prob-

Table 2 The parameters of the overflow system from Sect. 5.2.
j Vj V vir

j t1 t2 t3 t4 V0

1 40 40 – 3 – 5 50
2 50 50 2 3 4 – 50

Table 3 The parameters of the overflow system from Sect. 5.4.
primary secondary offered traffic

j Vj sj fj s0 f0 M t1 t2 t3

1 40 2 20 3 1 3 8
2 60 2 30 4 30 3 1 3 8
3 60 3 20 3 1 3 8

ability [42] or to the criterion of the adjustment (matching) of
carried traffic [41]) has only slight and negligible influence
on the accuracy of final results.

7. Conclusions

This article presents a number of different approximate mod-
els of multiservice overflow systems for which a common
theoretical base is provided by theHayward’s concept. These
models are, in Authors opinion, most versatile and universal
and can be used in practice to analyze different scenarios
for the operation of overflow systems, and then to solve
various design and optimization issues in modern telecom-
munications and computer networks, such as TCP/IP net-
works or 4G and 5G mobile networks. The present article
discusses, or proposes, a number of multiservice overflow
models with streaming, elastic and adaptive traffic, mod-
els with distributed and non-full-availability resources and
models with BPP traffic. Such a wide range of modelling
opportunities proves the large and universal potential that is
held by Hayward’s concept. It is Authors opinion that any
approach that is based on this particular concept will make
it possible to solve virtually any practical problem related to
traffic overflow in present-day network systems.

In the near future Authors intend to develop further
models of overflow systems that will be capable of servicing
concurrently streaming, elastic and adaptive traffic with the
possibility of queueing this traffic in PR and SR. This will
be the most universal model of the multiservice overflow
system.
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[50] M. Głąbowski, D. Kmiecik, and M. Stasiak, “Overflow of elastic
traffic,” 2016 International Conference on Broadband Communica-
tions for Next Generation Networks and Multimedia Applications
(CoBCom), 2016.
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[61] M. Głąbowski, S. Hanczewski, and M. Stasiak, “Modelling load
balancing mechanisms in self-optimising 4G mobile networks,”
21st Asia-Pacific Conference on Communications (APCC), pp.1–5,
Kyoto, Japan, Oct. 2015.
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GłĄBOWSKI et al.: OVERFLOWS IN MULTISERVICE SYSTEMS
969

[91] M. Stasiak, “An approximate model of a switching network carry-
ing mixture of different multichannel traffic streams,” IEEE Trans.
Commun., vol.41, no.6, pp.836–840, 1993.

[92] S. Hanczewski and M. Stasiak, “Modeling of systems with reserva-
tion by Erlang’s ideal grading,” Proc. 5th Polish-German Teletraffic
Symposium, A. Feldmann, P.J. Kuhn, M. Pióro, and A. Wolisz, eds.,
pp.39–47, Berlin, Oct. 2008.

Mariusz Gła̧bowski received the M.Sc.,
Ph.D. and D.Sc. (Habilitation) degrees in
telecommunication from the Poznan University
of Technology, Poland, in 1997, 2001, and 2010,
respectively. Since 1997 he has been working in
the Department of Electronics and Telecommu-
nications, Poznan University of Technology. He
is engaged in research and teaching in the area
of performance analysis and modeling of multi-
service networks and switching systems. Prof.
Mariusz Gła̧bowski is the author/co-author of 4

books, 12 book chapters and of over 150 papers which have been published
in communication journals and presented at national and international con-
ferences.

Damian Kmiecik is a Ph.D. student in
telecommunications at Poznan University of
Technology, Poland. He is the author, and co-
author, of 10 scientific papers mostly related to
analytical modelling of telecommunications sys-
tems.

Maciej Stasiak received M.Sc. and Ph.D.
degrees in electrical engineering from the Insti-
tute of Communications Engineering, Moscow,
Russia, in 1979 and 1984, respectively. In 1996
he received D.Sc. degree from Poznan Univer-
sity of Technology in electrical engineering. In
2006 he was nominated as full professor. Be-
tween 1983–1992 he worked in Polish industry
as a designer of electronic and microprocessor
systems. In 1992, he joined Poznan University
of Technology, where he is currently Head of

the Chair of Communications and Computer Networks at the Faculty of
Electronics and Telecommunications. He is the author, and co-author, of
more than 250 scientific papers and five books. He is engaged in research
and teaching in the area of performance analysis and modelling of queuing
systems, multiservice networks and switching systems. Since 2004 he has
been actively carrying out research on modelling and dimensioning cellular
4G/5G networks.

http://dx.doi.org/10.1109/26.231905
http://dx.doi.org/10.1109/26.231905
http://dx.doi.org/10.1109/26.231905

