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SUMMARY MU-MIMO (Multi-User Multiple Input andMultiple Out-
put) has been considered as a fundamental technology for simultaneous
communications between a base station and multiple users. This is because
it can generate a large virtual MIMO channel between a base station and
multiple user terminals with effective utilization of wireless resources. As
a method of implementing MU-MIMO downlink, Block Diagonalization
(BD) was proposed in which the transmission weights are determined to
cancel interference between multiple user terminals. On the other hand,
Block Maximum Signal-to-Noise ratio (BMSN) was proposed which deter-
mines the transmission weights to enhance the gain for each user terminal in
addition to the interference cancellation. As a feature, BMSN has a pseudo-
noise for controlling the null depth to the interference. In this paper, to
enhance further the BMSN performance, we propose the BMSN algorithm
that has the pseudo-noise determined according to receiver SNR. As a result
of computer simulation, it is confirmed that the proposed BMSN algorithm
shows the significantly improved performance in evaluation of bit error rate
(BER) and achievable bit rate (ABR).
key words: Multi-User MIMO, block beamforming, BD algorithm, BMSN
algorithm, pseudo-noise control

1. Introduction

Currently, we can see the explosive expansion of cellular net-
works and wireless LANs (WLANs) along with the growing
popularity of smart phones and tablets. At the same time, it
has presented the demand for achieving broadband wireless
transmission within a limited frequency band. As is well
known, the most effective and most attractive technology
for a high transmission rate is multiple-input and multiple-
output (MIMO) transmission [1]–[7]. MIMO promises to
increase the channel capacity compared to single-input and
single-output (SISO) systems. Therefore, MIMO has been
incorporated into many of the latest wireless communication
standards such as Long-Term Evolution (LTE) [8], WiFi [9],
and Wi-MAX [10]. Moreover, MIMO communcations has
shifted frompoint-to-point links tomultiuser broadcast links,
and multi-user MIMO (MU-MIMO) systems have recently
attracted even more attention as a technology that enhances
the total system capacity. It is because it can generate a large
virtual MIMO channel between a base station and multiple
user terminals (UTs) with effective utilization of wireless
resources [11]–[14].
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MU-MIMO transmission realizes communication with
multiple terminal stations with a limited number of antennas
called space division multiple access (SDMA) [15]–[17].
Actually, MU-MIMO transmission has been incorporated
into the IEEE802.11ac standard [18] and LTE-Advanced
standard [19], and also you can see the commercial prod-
ucts based on these standards. The standardization of next-
generation WLAN also aims to achieve further high per-
formance and high efficiency by using MU-MIMO trans-
mission technology. From this technological background,
MIMO/MU-MIMO transmissions are key technologies for
the next-generation mobile radio network and WLAN sys-
tems.

Block Diagonalization (BD) is known as one represen-
tative of precoding algorithms with moderate complexity
in MU-MIMO broadcast channel [20]–[22]. The BD algo-
rithm creates the transmit weights so as to ensure zero inter-
user and inter-stream interference in the received signals of
each user. In addition, Block Maximum Signal-to-Noise
ratio (BMSN) algorithm has been proposed as a modified
method of BD algorithm [23]–[26]. The BMSN algorithm
aims at achieving positive block beamforming for each user
as well as reducing inter-user interference (IUI).

We pay attention here to BMSN algorithm, which fea-
tures a pseudo-noise (diagonal loading) control that can vary
the null depth to other users in MU-MIMO broadcast trans-
mission. Therefore, it is expected that the performance of
BMSNcan be enhanced by using the pseudo-noise optimized
for propagation environments. The Minimum Mean Square
Error (MMSE) channel inversion algorithm [27]–[30] also
has a similar concept to the BMSN in the sense that the
diagonal loading is utilized. However, the BMSN realizes
the user-by-user beamforming while the MMSE employs the
total channel inversion of all users, and so the influence of
other users in the BMSN is supposed to be different from
that in the MMSE. In this paper, we examine the effect of
pseudo-noise on BMSN performance, and demonstrate that
the BMSN algorithm with the pseudo-noise adapted accord-
ing to receiver SNR is effective compared to the BD and
other BMSN algorithms with fixed values of pseudo-noise.

This paper is organized as follows. In Sect. 2, we ex-
plain the system model and linear transmission control al-
gorithms of BD and BMSN, followed by typical ways of
determining the pseudo-noise in BMSN. In Sect. 3, the bit
error rate (BER) and the achievable bit rate (ABR) are evalu-
ated for the algorithms presented here. The discussion about
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the effect of pseudo-noise in BMSN is provided in Sect. 4.
Finally, the concluding remarks are presented in Sect. 5.

2. Linear Transmission Control Algorithms in MU-
MIMO Broadcast Channel

2.1 System Model

In this paper, we focus on the linear transmission control
because of its low complexity of computation [22]. Figure 1
shows the system model for MU-MIMO broadcast channel.
The numbers of transmit antennas, receive antennas, and
users are NT , NR, and NU , respectively, and the case where
NR = 2 is depicted in Fig. 1.

The total channel matrix is H ∈ CNR ·NU×NT com-
posed of individual user channel matrices denoted byH (k) ∈

CNR×NT (k = 1 ∼ NU ), and H (k) has elements as follows:

H (k) =



h(k)
11 · · · h(k)

1NT

...
...

h(k)
NR1 · · · h(k)

NRNT



(1)

where h(k)
il

is the channel response for the l-th transmit an-
tenna and i-th receive antenna for user k, and it is assumed in
this paper that h(k)

il
is the zero-mean unit-variance complex-

Gaussian fading gain, which is called independent identically
distributed (i.i.d.) Rayleigh flat fading.

The transmit signal vector at the t-th symbol is s(t) ∈
CNR ·NU×1, and it consists of the transmit signal vectors for
all users, denoted by s(k) (t) ∈ CNR×1 (k = 1 ∼ NU ). The
transmit weight matrix is W ∈ CNT×NR ·NU , and similarly it
is constructed by W (k) ∈ CNT×NR (k = 1 ∼ NU ) each of
which denotes the weight matrix for user k.

Therefore, we have following relations:

H =



H (1)

...

H (NU )



, (2)

W =
[
W (1), · · · ,W (NU )

]
, (3)

and

Fig. 1 System model of MU-MIMO broadcast channel (NR = 2).

s(t) =
[(
s(1) (t)

)T
, · · · ,

(
s(NU ) (t)

)T ]T
. (4)

At the receiver side, the receive signal of user k at the t-
th symbol is denoted by y (k) (t) ∈ CNR×1 (k = 1 ∼ NU ), and
so the receive signal vector for all users, y(t) ∈ CNR ·NU×1,
is given by

y(t) =
[(
y (1) (t)

)T
, · · · ,

(
y (NU ) (t)

)T ]T
. (5)

As a result, the receive signals y (k) (t) and y(t) are expressed
as follows:

y (k) (t) = H (k)Ws(t) + n(k) (t) (6)
y(t) = HW s(t) + n(t) (7)

n(t) =
[(
n(1) (t)

)T
, · · · ,

(
n(NU ) (t)

)T ]T
(8)

where n(k) (t) ∈ CNR×1 denotes the internal noise vector at
the receiver of user k and the elements of n(k) (t) are zero-
mean Gaussian noise with variance of σ2.

When the receive weight W (k)
r ∈ CNR×NR is used at

user k, the receive signal of user k, denoted by y (k)
r (t), can

be expressed as follows:

y (k)
r (t) = W (k)

r

(
H (k)Ws(t) + n(k) (t)

)
. (9)

2.2 Block Diagonalization (BD) Algorithm

In the multi-user broadcast links, the signal of user k should
not be transmitted to all users except user k (k = 1 ∼ NU ),
and thus we firstly prepare the matrix, H̄ (k) , defined as,

H̄
(k)
=



H (1)

...

H (k−1)

H (k+1)

...

H (NU )



∈ C(NU−1) ·NR×NT (10)

where H̄ (k) is a channel matrix excluding the channel matrix
of user k, i.e., H (k) , from H . Figure 2 represents the spatial
channel conditions when the transmit weight for user k is
observed in the system model of Fig. 1. Next, singular value
decomposition (SVD) is applied to thematrix H̄ (k) , resulting
in

H̄
(k)
= Ū

(k)
D̄

(k) (V̄ (k))H

= Ū
(k)

[
D̄

(k)
s 0NR ·(NU−1)×(NT−NR ·(NU−1))

]

·
[
V̄

(k)
s V̄

(k)
n

]H
(11)

where Ū
(k)
∈ C(NU−1)NR×(NU−1)NR and V̄

(k)
∈ CNT×NT

are unitary matrices consisting of all left singular vectors
and of all right singular vectors, respectively. D̄

(k)
∈
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Fig. 2 Spatial channel conditions using transmit weight for user k in BD
algorithm (NR = 2).

R(NU−1)NR×NT is the partial diagonal matrix consisting
of all singular values. Also, V̄ (k)

s ∈ CNT×(NU−1)NR and
V̄

(k)
n ∈ CNT×(NT−(NU−1)NR ) denote the right singular ma-

trices, which consist of the singular vectors corresponding
to nonzero singular values and zero singular values, respec-
tively, and D̄

(k)
s ∈ R(NU−1)NR×(NU−1)NR is the diagonal ma-

trix consisting of nonzero singular values only. To suppress
in advance the interferences of all users except user k, we
choose the matrix V̄

(k)
n as the transmit weight for user k,

which yields the following relationship between V̄
(k)
n and

H̄
(k):

H (1)V̄
(k)
n = · · · = H (k−1)V̄

(k)
n = H (k+1)V̄

(k)
n = · · ·

= H (NU )V̄
(k)
n = 0NR×(NT−(NU−1)NR ) . (12)

Hence, user-by-user block diagonalization of channelmatrix,
i.e., inter-user interference cancellation, can be realizedwhen
W (k) = V̄

(k)
n .

As shown in Fig. 2, the channel matrix H̃
(k)
=

H (k)V̄
(k)
n ∈ CNR×(NT−(NU−1)NR ) is regarded as that of

single-user MIMO for user k. In the BD algorithm, the
eigenmode transmission beamforming (EM-BF) [31], [32]
is employed for the matrix H̃

(k) . Namely, applying SVD to
H̃

(k) gives

H̃
(k)
= Ũ

(k)
D̃

(k) (Ṽ (k))H

= Ũ
(k)

[
D̃

(k)
s 0NR×(NT−NR ·NU )

] [
Ṽ

(k)
s Ṽ

(k)
n

]H

(13)

where Ũ
(k)

∈ CNR×NR and Ṽ
(k)

∈

C(NT−(NU−1)NR )×(NT−(NU−1)NR ) are the left singular ma-
trix and the right singular matrix of H̃

(k) , respectively,
and D̃

(k)
∈ RNR×(NT−(NU−1)NR ) is the partial diago-

nal singular value matrix. Ṽ
(k)
s ∈ C(NT−(NU−1)NR )×NR

and Ṽ
(k)
n ∈ C(NT−(NU−1)NR )×(NT−NR ·NU ) denote the right

singular matrices corresponding to nonzero singular val-
ues and zero singular values, respectively, and D̃

(k)
s ∈

RNR×NR is the diagonal matrix consisting of nonzero
singular values

√
λ̃ (k) (1), · · · ,

√
λ̃ (k) (NR). We call here

λ̃ (k) (1), · · · , λ̃ (k) (NR) channel eigenvalues.

Finally, the total transmit weight of BD algorithm is
given by

W (k)
BD = V̄

(k)
n Ṽ

(k)
s . (14)

When using W = [W (1)
BD, · · · ,W

(NU )
BD ] and W (k)

r =

(Ũ (k))H in Eq. (9), the receive signal of user k, y (k)
r (t),

is expressed as

y (k)
r (t) = (Ũ (k))H ·

(
H (k)W (k)

BD s
(k) (t) + n(k) (t)

)
= D̃

(k)
s s(k) (t) + (Ũ (k))Hn(k) (t) (15)

considering Eq. (12). In this way, inter-substream interfer-
ence is eliminated in the multi-substream transmission of
each user.

2.3 Block Maximum SNR (BMSN) Algorithm

2.3.1 Basic Principle

BD algorithm is understood to obtain the transmit weight
W (k) for user k from the following constrainedminimization:

min
W (k )
‖H̄

(k)
W (k) ‖2F

subject to ‖W (k) ‖2F = constant
(16)

where H̄ (k) is the channel matrix of Eq. (10) and ‖ · ‖F stands
for Frobenius norm. It is found from the above equation that
BD algorithm is devoted to reduce inter-user interference to
other users. This is similar to the criterion of the power
inversion adaptive array [33]–[35].

On the other hand, the BMSN algorithm is based on the
minimization of interference to other users while maintain-
ing the high gain of one’s own channel [23]–[26]. Therefore,
it is expected that this algorithm brings about performance
improvement of the eigenmode transmission of each user.
The principle of BMSN algorithm to obtain the transmit
weight W (k) for user k is described as follows:

min
W (k )
‖H̄

(k)
W (k) ‖2F

subject to H (k)W (k) = T (k)
(17)

where T (k) ∈ CNR×NR is a constant matrix correspond-
ing to the desired channel matrix of each user. Equation
H (k)W (k) = T (k) is referred to as the beamforming condition
for transmit weights. Furthermore, this problem is math-
ematically equivalent to the maximum transmission DUR
(Desired signal to Undesired signal power Ratio) provided
by

max
W (k )

(
DUR(k)

)
with DUR(k) =

‖H (k)W (k) ‖2F

‖H̄
(k)

W (k) ‖2F

=
trace{(W (k))H (H (k))HH (k)W (k) }

trace{(W (k))H (H̄ (k))H H̄
(k)

W (k) }

(18)
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where trace{·} is the sum of diagonal elements. This is
similar to the maximum SNR adaptive array [33], [34], [36].
Therefore, this algorithm is referred to as block maximum
SNR, shortly, BMSN.

The solution of this problem is obtained by differenti-
ating the DUR(k) of Eq. (18) with (W (k))∗ and equating the
resultant to zero. Thereby, we have the following equation:

(H̄ (k))H H̄
(k)

W (k)

=
trace{(W (k))H (H̄ (k))H H̄

(k)
W (k) }

trace{(W (k))H (H (k))HH (k)W (k) }
(H (k))HH (k)W (k)

=
1

DUR(k)
(H (k))HH (k)W (k) . (19)

The above equation means a generalized eigenvalue problem
of (H̄ (k))H H̄

(k) and (H (k))HH (k) with eigenvalues equal to
1/DUR(k) . However, we use here the beamforming condi-
tion H (k)W (k) = T (k) in Eq. (19) for reducing the computa-
tional complexity. Consequently, we have

(H̄ (k))H H̄
(k)

W (k) =
1

DUR(k)
(H (k))HT (k), (20)

and we obtain the following solution for transmit weight with
a scalar µ(k) = 1/DUR(k):

W (k)
opt = µ

(k) {(H̄ (k))H H̄
(k)
+ α(k) I }−1(H (k))HT (k)

(21)

where α(k) is a diagonal loading of positive scalar for regu-
larizing the inverse and obtaining the inverse matrix with sta-
bility. In addition, α(k) has a function of controlling the null
depth to other users [24]–[26]. We call α(k) the pseudo-noise
because it is quite similar to the noise in MMSE (Minimum
Mean Square Error) algorithm [27], [28], [37]. The scalar
µ(k) is determined from constant transmit power condition.

Concerning the constant matrix T (k) ,

T (k) = INR (22)

is a simple and most likely candidate from considering the
eigenmode transmission of each user [23]. In this paper,
T (k) = INR of Eq. (22) is adopted consistently for BMSN
algorithm.

In this way, user-by-user block MSN can be realized
whenW (k) = W (k)

opt . Afterwards, we follow the same process
as the BD algorithm.

Similar to Fig. 2 for BD algorithm, the channel ma-
trix H̃

(k)
= H (k)W (k)

opt is regarded as that of single-user
MIMO for user k. To employ the eigenmode transmission
beamforming (EM-BF) for the matrix H̃

(k) , we apply SVD
to H̃

(k) , which leads to Eq. (13). Ultimately, the transmit
weight of BMSN algorithm is given by

W (k)
BMSN = W (k)

opt Ṽ
(k)
s (23)

where Ṽ
(k)
s is the right singular matrix corresponding to

nonzero singular values of H̃ (k) .
When using W = [W (1)

BMSN, · · · ,W
(NU )
BMSN] and W (k)

r =

(Ũ (k))H (Ũ (k): the left singular matrix of H̃ (k)) in Eq. (9),
the receive signal of user k, y (k)

r (t), is expressed as

y (k)
r (t) = (Ũ (k))H · *

,
H (k)

NU∑
l=1

W (l)
BMSN s

(l) (t)+n(k) (t)+
-

= y (k)
S

(t) + y (k)
I (t) + y (k)

N (t) (24)

y (k)
S

(t) = (Ũ (k))HH (k)W (k)
BMSN s

(k) (t) = D̃
(k)
s s(k) (t)

(25)

y (k)
I (t) =

∑
1≤l≤NU

l,k

(Ũ (k))HH (k)W (l)
BMSN s

(l) (t) (26)

y (k)
N (t) = (Ũ (k))Hn(k) (t) (27)

where y (k)
S

(t) is the desired signal, y (k)
I (t) is the interference

from other users, and y (k)
N (t) is the internal noise. In the

BMSN algorithm, it is noted that the relation y (k)
I (t) = 0

does not always hold according to pseudo-noise α(k) , which
is different fromBD algorithm. On the other hand, it is found
from y (k)

S
(t) of Eq. (25) that inter-substream interference is

eliminated in the multi-substream transmission of each user.
While the MMSE and generalized MMSE (GMMSE)

[27]–[30] are channel inversion algorithms, BMSN is re-
garded as a modified version of BD which carries out block
beamforming user by user. Therefore, unlike the MMSE,
BMSN can be applied to the case where each user terminal
hasmultiple antennas [27], [29]. In addition, the optimumdi-
agonal loading (pseudo-noise) for theBMSN transmitweight
can be realized user by user when the average SNRs of in-
dividual users are different. This means that BMSN can
achieve user-by-user control of the residual interference sup-
pression by setting the appropriate pseudo-noise individu-
ally. It is essentially different from MMSE and GMMSE
criteria that obtain total channel inversion for all users with
a common diagonal loading.

2.3.2 Performance Control by Pseudo-Noise

Since we assume that all channel responses have the same
variance, we can provide the same value for α(k) of all users,
and hence α(k) is simply expressed as α.

One method of determining the pseudo-noise α is to
use a constant value for it. As a result of brief parameter
studies using Eq. (21), we have here two typical values; one
is a larger one α1 and the other is a smaller one α2 as follows:

α1 =
10−2

(NU − 1)NRNT
trace

{
E

[
(H̄ (k))H H̄

(k) ] }
(28)

=
10−2

(NU − 1)NRNT
E



NU∑
k′=1
k′,k

NR∑
i=1

NT∑
l=1

���h
(k′)
il

���
2


(29)

α2 =
10−6

(NU − 1)NRNT
trace

{
E

[
(H̄ (k))H H̄

(k) ] }
(30)
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=
10−6

(NU − 1)NRNT
E



NU∑
k′=1
k′,k

NR∑
i=1

NT∑
l=1

���h
(k′)
il

���
2


(31)

where E[·] stands for expectation. The factor of 10−2 in α1
is supposed to be equivalent to the average SNR=20dB. On
the other hand, the small factor of 10−6 in α2 is derived from
the matrix invertible condition of single precision numeral.
In this paper, BMSN with α1 is called BMSN1 and BMSN
with α2 is called BMSN2. Considering the performance of
MSN adaptive array, BMSN2 makes deeper nulls to other
users than BMSN1.

On the other hand, we can determine the pseudo-noise α
in the samemanner asMMSEwhich determinesα depending
on SNR at user terminal [27]. Let γ (k)

i denote the SNR of
the receive antenna i (i = 1 ∼ NR) at the user terminal k
(k = 1 ∼ NU ) when signals with unit total transmit power are
transmitted without transmit weights, then γ (k)

i is expressed
as

γ (k)
i =

E


NT∑
l=1

���h
(k)
il

���
2


NTσ2 , (32)

where σ2 is the noise power at each user terminal. In this
case, the pseudo-noise, denoted by α3, is determined as
follows:

α3 =
NT

1
NR

NR∑
i=1

γ (k)
i

. (33)

BMSN with α3 is called BMSN3 in this paper. BMSN3
controls the null depth to other users depending on SNR.
On the assumption that h(k)

il
is the zero-mean unit-variance

complex-Gaussian fading gain, we have α1 = 10−2, α2 =

10−6, and α3 = NTσ
2 (γ (k)

i = 1/σ2).

3. Analysis by Computer Simulation

3.1 Simulation Conditions

By computer simulation, we evaluate the bit error rate (BER)
and the achievable bit rate (ABR) for BD and three BMSN al-
gorithms. Through the evaluation, we demonstrate BMSN3
shows superiority over other algorithms. Common parame-
ters for computer simulation are described in Table 1.

3.2 Evaluation with Bit Error Rate and Channel Eigenval-
ues

First, BER performance is evaluated for BD and BMSN al-
gorithms. The bit rate is assumed to be 4 bits/symbols/user
and adaptive modulation shown in Table 2 is employed ac-
cording to the channel eigenvalues of all algorithms. The
notation [2, 2], [3, 1] and [4, 0] in Table 2 denote the combi-
nations of bits/symbol/user for each data stream. Hence, for

Table 1 Common simulation parameters.
Number of transmit antennas (NT ) 16
Number of receive antennas (NR ) 2

Number of users (NU ) 8

Propagation channel i.i.d. Rayleigh flat fading
(zero-mean and unit-variance)

α1 of BMSN1 10−2

α2 of BMSN2 10−6

α3 of BMSN3 NTσ2 = 16σ2

SNR −10 log10 σ
2 [dB]

Table 2 Adaptive modulation.

bits/symbol/user modulation modulation
scheme 1 scheme 2

[2,2] QPSK QPSK
[3,1] 8QAM BPSK
[4,0] 16QAM –

Fig. 3 Average BER versus average SNR of BD and BMSN algorithms.

total 4 bits/symbol/user, BPSK, QPSK, 8PSK and 16QAM
are used as the modulation scheme for each bit rate and the
modulation scheme with the minimum BER is selected for
each transmission trial [32]. Figure 3 shows the comparison
in the BER versus SNR among BD, BMSN1, BMSN2 and
BMSN3. As can be seen in Fig. 3, three BMSN algorithms
obviously outperform BD. Furthermore, BMSN3 achieves
considerable improvement over BD, BMSN1, and BMSN2.

Figure 4 shows the channel eigenvalue distributions of
the BD and BMSN algorithms when SNR = 15 dB. In this
figure, λ1 and λ2 stand for channel eigenvalues λ̃ (k) (1) and
λ̃ (k) (2), respectively. As shown in Fig. 4, the 2nd eigenval-
ues (λ2) of BD, BMSN1 and BMSN2 are very small com-
pared to their individual 1st eigenvalues (λ1). Particularly,
the 2nd eigenvalues of BMSN1 and BMSN2 are extremely
small. Therefore, it leads to the fact that an actual modula-
tion might not be assigned for the second data stream in the
adaptive modulation scheme for BD, BMSN1 and BMSN2.
However, the 1st eigenvalues of BMSN1 and BMSN2 are
larger than BD, and eventually the BERs of BMSN1 and
BMSN2 are both lower than BD as shown in Fig. 3.

On the other hand, both the 1st and 2nd eigenvalues of
BMSN3 are much increased compared to other algorithms,
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Fig. 4 Comparison of channel eigenvalue distributions (SNR = 15 dB).

resulting in more effective operation of adaptive modulation
and thus lower BER as shown in Fig. 3.

3.3 Evaluation with Achievable Bit Rate

Here, we evaluate ABR for BD and BMSN algorithms. In
the case of NR = 2, the ABRs of user k by BD and BMSN
algorithms (C (k)

BD and C (k)
BMSN) are obtained as

C (k)
BD =

2∑
i=1

log2
*
,
1 +

λ̃ (k)
BD(i)

NTσ2
+
-
, (34)

C (k)
BMSN =

2∑
i=1

log2
*
,
1 +

λ̃ (k)
BMSN(i)

P(k)
I (i) + NTσ2

+
-

(35)

where λ̃ (k)
BD(i) and λ̃ (k)

BMSN(i) are i-th channel eigenvalues of
user k which are obtained by BD and BMSN algorithms,
respectively. P(k)

I (i) is the interference power to i-th receive
antenna of user k fromother users inBMSNand it is obtained
from Eq. (26) as follows.

P(k)
I (i) =

[ ∑
1≤l≤NU

l,k

(
(Ũ (k))HH (k)W (l)

BMSN

)
·

(
(Ũ (k))HH (k)W (l)

BMSN

)H ]

ii

(36)

where [A]nm denotes the (n,m) component of matrix A.
In the MU-MIMO system with SNR = 15 dB, the CDFs

(Cummulative Distribution Functions) of C (k)
BD and C (k)

BMSN
per user are shown in Fig. 5. Also, ABRs of CDF equal to
10% versus average SNR are shown in Fig. 6. It is seen in
Figs. 5 and 6 that three BMSN algorithms outperform BD al-
gorithm in terms of the ABR. Furthermore, BMSN3 attains
very high ABR compared to BMSN1 and BMSN2 regard-
less of SNR, whichmeans the positive effect of pseudo-noise
determined according to SNR. The low SNR corresponds to
long transmission distance from the base station, and there-
fore BMSN3 is effective from a point of view in enlarging
the service area where the improvement of ABR at the cell

Fig. 5 CDF of achievable bit rate (SNR = 15 dB).

Fig. 6 ABR of CDF equal to 10% versus average SNR.

Fig. 7 ABR of CDF equal to 50% versus pseuso-noise in BMSN (Dotted
lines show α = α3 = NTσ2 in each SNR).

edges is more important than that in the neighborhood of
base station.

To investigate the optimum value of pseudo-noise in
BMSN, we show in Fig. 7 the ABR of CDF = 50% versus
the pseudo-noise in each SNR. In this figure, dotted lines
represent the values of α = α3 = NTσ

2 in each SNR. It is
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found from Fig. 7 that there is an apparent optimum value
of pseudo-noise of BMSN in each SNR. In addition, it is
confirmed that the optimum value is close to α = α3 =
NTσ

2 although you can observe the larger difference between
the optimum value and α3 for the higher SNR. Thus, we
consider the value of α3 is available to enhance substantially
the performance of BMSN.More analytical discussion about
the optimum value of pseudo-noise for BMSN will be our
future work.

4. Discussion on Pseudo-Noise in BMSN

As above-mentioned, the BMSN algorithm is based on the
minimization of interference to other users while maintain-
ing the high gain of each one’s own channel. When the
pseudo-noise is considered, the principle of BMSN algo-
rithm is also described as follows:

min
W (k )

(
‖H̄

(k)
W (k) ‖2F + α

(k) ‖W (k) ‖2F
)

subject to H (k)W (k) = T (k) .
(37)

Furthermore, this problem is mathematically equivalent to
the maximum transmission DUR provided by

max
W (k )

(
DUR(k)

)
with DUR(k) =

‖H (k)W (k) ‖2F

‖H̄
(k)

W (k) ‖2F + α
(k) ‖W (k) ‖2F

.
(38)

As found fromEq. (38), the BMSN3with α(k) = α3 = NTσ
2

is based on the maximum DUR including the internal noise
effect, thus bringing about the optimumperformance accord-
ing to the receiver SNR. We can say that DUR including the
receiver noise is equivalent to SINR (Signal to Interference
plus Noise power Ratio).

To confirm the maximized SINR of BMSN3, we show
in Fig. 8 the average INR (Interference toNoise powerRatio),
SNR and SINR per user antenna at receiver outputs. In
Fig. 8(a), INR of BD is not depicted because the INR is
equal to 0, i.e., −∞ dB. We can actually see from a large
difference among BMSN1, BMSN2 and BMSN3 in Fig. 8(a)
that the pseudo-noise controls effectively the null depth to
interferences from other users as is intended. Further, it is
noticed that the receiver output INR of BMSN3 gets close to
0 dB, which means BMSN3 is quite efficient in making nulls
to interferences in environments including internal noises.
In contrast, the receiver output INRs of BD, BMSN1 and
BMSN2 are very low because of their deeper interference
nulls that are not always required. In addition, it is found
from Fig. 8(b) that the receiver output SNR of BMSN3 is
higher than those of BD, BMSN1 and BMSN2. In the lower
SNR, particularly, the difference of receiver output SNRs
is larger. This is because the BMSN3 successfully avoids
making the unnecessary deep interference nulls and enlarges
the beam gains of desired signals by increased degrees of
freedom. As a result, BMSN3 has the total receiver output
SINR significantly increased as shown in Fig. 8(c).

Fig. 8 Receiver output INR, SNR and SINR per user antenna vs. average
SNR. In (a), INR of BD is not depicted because INR =−∞ dB for BD.

5. Conclusion

We examined the performance control with a pseudo-noise
of the BMSN algorithm that attempts to enhance the gain
of the user signals in addition to the interference rejection
in the downlink of multiuser MIMO (MU-MIMO) system.
Since the pseudo-noise has a function of controlling the null
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depth to other users, we must determine the pseudo-noise
appropriately. In this paper, three methods of determining
the pseudo-noise (α) are compared.

As a simple method, we put a constant value into the
pseudo-noise such as α = 10−2 and α = 10−6 when the prop-
agation channel is i.i.d. Rayleigh fading of the unit-variance.
They are namedBMSN1 andBMSN2, respectively. BMSN2
with α = 10−6 forms interference nulls that are deeper than
BMSN1 with α = 10−2. Another method is the one of pro-
viding the pseudo-noisewith α = NTσ

2 which is determined
according to SNR of the receivers. It is called BMSN3 and
it can change adaptively the null depth depending on SNR.
The comparative evaluation of the three BMSN algorithms
and BD algorithm is carried out through computer simula-
tion under the condition of (NT , NR, NU ) = (16, 2, 8). As a
result, BMSN3 using the adapted pseudo-noise outperforms
other algorithms in the BER characteristics. In addition,
it is confirmed that both the first and the second channel
eigenvalues of BMSN3 are large in comparison with other
algorithms. It means that the adaptive modulation scheme
operates more effectively in BMSN3. In the evaluation with
CDFs of achievable bit rate (ABR), ABR of BMSN3 is found
to be high regardless of SNR. Thus, it is shown that the per-
formance of the BMSN algorithm is improved by using the
adapted pseudo-noise according to SNR. Consequently, it
can be said that BMSN3 is the most appropriate in applying
BMSN algorithm in the MU-MIMO.

In the future, we will continue more analytical discus-
sion about the optimum value of pseudo-noise for BMSN
algorithm, and we will compare the BMSN, particularly
BMSN3, with MMSE that also uses the pseudo-noise
adapted by average SNR. Simultaneously, to improve further
the performance of BMSN, we will investigate a technique
that employs the generalized eigenvalue decomposition in
obtaining the BMSN weights. In addition, we will discuss
the situation where the receiver SNRs are different from each
other, expecting that the pseudo-noises α(k) are controlled
individually for each user.
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