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SUMMARY The Proof of Stake (PoS) protocol is one of the consensus
algorithms for blockchain, in which the integrity of a new block is validated
according to voting by nodes called validators. However, due to validator-
oriented voting, voting results are likely to be false when the number of
validators with wrong votes increases. In the PoS protocol, validators
are motivated to vote correctly by reward and penalty mechanisms. With
such mechanisms, validators who contribute to correct consensuses are
rewarded, while those who vote incorrectly are penalized. In this paper,
we consider an incentivization mechanism based on the voting profile of
a validator, which is estimated from the voting history of the validator. In
this mechanism, the stake collected due to the penalties are redistributed
to validators who vote correctly, improving the incentive of validators to
contribute to the system. We evaluate the performance of the proposed
mechanism by computer simulations, investigating the impacts of system
parameters on the estimation accuracy of the validator profile and the amount
of validator’s stake. Numerical results show that the proposed mechanism
can estimate the voting profile of a validator accurately evenwhen the voting
profile dynamically changes. It is also shown that the proposed mechanism
gives more reward to validators who vote correctly with high voting profile.
key words: blockchain, proof-of-stake, incentivization mechanism, relia-
bility

1. Introduction

Blockchain is a distributed ledger technology which is
supporting cryptocurrencies used on the Internet. In a
blockchain, transactions are stored in a block, and the new
block is linked to a ledger database with a chain structure
by consensus algorithms [2]. One of the consensus algo-
rithms for blockchains is Proof-of-Work (PoW) [3], which
has been adopted in Bitcoin [4] and Ethereum [5], [6]. In
PoW, the block-approving procedure is called mining. How-
ever, mining requires a huge amount of computing power,
causing a huge amount of electricity consumption [7], [8].
In addition, there is an upper limit to the amount of transac-
tion data included in a block, called the block size limit [9].
Bitcoin’s transaction throughput is limited by the block size
limit (about 1MB [10]) and the interval between two consec-
utive block generation (about 10 minutes [11]). The number
of transactions that Bitcoin can process per second is approx-
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imately 7 transactions per second (7 TPS) [12], [13]. On the
contrary, VISA, a well-known payment system, is known
to be able to support approximately 1,800 TPS [14]. It has
been pointed out in [15] that Bitcoin transaction throughput,
in other words the scalability of the system, is also a problem.
The energy waste and the low scalability are drawbacks of
PoW.

Proof-of-Stake (PoS) [16] is a consensus algorithm de-
veloped for addressing the drawbacks of PoW. In PoS, the
computing power is replaced by a deposit paid in the cryp-
tocurrency, called stake. In PoW, a nodewith higher comput-
ing power obtains a higher chance to create a new block. In
PoS, unlike PoW, a node that holds a larger amount of stake
is more likely to create a new block. Since PoS does not
perform mining, it is possible to flexibly shorten the block
generation interval or increase the block size depending on
the application. It is easy for PoS to improve the transaction
throughput and PoS is considered to be more scalable than
PoW.

In PoS, some participating nodes are selected as val-
idators according to their amounts of stake. The main role
of validators is to validate the validity of a new block and
to confirm it by voting. It is important for validators not
only to verify generated blocks precisely but also to vote
correctly. In order to make validators vote correctly, reward-
penalty-based incentive mechanism plays an important role
[17].

In this paper, we consider a reward-penalty incentive
mechanism based on validators’ voting profiles. The voting
profile of a validator represents its reliability according to
its voting history. A reward or penalty for the vote of a val-
idator is calculated according to its reliability. Conducting
simulation experiments, we evaluate the performance of the
proposed mechanism, investigating the impact of system pa-
rameters on the estimation accuracy of the validator profile
and the amount of validator’s stake.

This paper is organized as follows. Section 2 introduces
the relatedwork on the consensus algorithms for blockchains.
In Sect. 3, we describe the details of our reward-penalty-
based incentive mechanism in the consensus algorithm of
a blockchain with PoS. Numerical examples are shown in
Sect. 4, and we conclude the paper and show future work in
Sect. 5.

Copyright © 2022 The Institute of Electronics, Information and Communication Engineers
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2. Related Work

In Bitcoin, a participating node obtains a reward if it solves
a cryptographic puzzle associated with a new block, and the
new block is appended to the blockchain [18]. Since the
winning probability of mining depends on the computing
power of participating nodes, a lot of high-performance spe-
cial hardware is invested in mining. As a result, an enormous
amount of electricity is consumed, leading to environmen-
tal damage [19]. In order to address the energy-consuming
drawback of PoW, PoS has been proposed. PPcoin [20] is
known as the first cryptocurrency with PoS consensus mech-
anism.

In Bitcoin and PPcoin, when more than one node solves
a cryptographic puzzle, multiple new blocks are added to
the latest block and the chain branches. This phenomenon is
called a fork. Bitcoin and PPcoin solve the fork issuewith the
longest chain rule, in which the chain with the largest number
of blocks is considered as the valid chain [4], [21]. However,
the longest chain rule is not enough to guarantee the finality
of transactions because of the possibility of another new long
chain in the future.

One of PoS-based implementations guaranteeing the
transaction finality is Tendermint [22]. In Tendermint, a
participating node deposits tokens as a security deposit stake.
A predefined number of participating nodes are selected as
validators in a descending order of stake. The validator
responsible for generating a block is called a proposer. When
the proposer generates a block, validators except the proposer
validate the generated block.

The selected validators form a committee, and each val-
idator votes based on its validation result of the generated
block. If the number of votes for the new block is greater
than or equal to the threshold prespecified by the network,
the committee makes a consensus that the block is valid. The
block approved by the committee is eventually appended to
the blockchain. Due to the consensus with voting, fork never
happens. In addition, the finality can be defined as the point
at which the committee reaches the consensus on the gener-
ated block. (See Fig. 1 for details of PoS-based consensus
procedure.) The blockchain technologies such as Cosmos
[23], Polkadot [24], and Ethereum 2.0 [25] adopt the PoS-
based consensus algorithm, in which a consensus on the

Fig. 1 Consensus procedure for PoS-based blockchain.

validity of a block is made by simple voting of dichotomous
choices, an approval or not (including an abstention). Note
that in the original PoS, the validator profile is not taken into
consideration. The same amount of reward (resp. penalty) is
paid (incurred) to the validators who vote correctly (reps. in-
correctly), regardless of their voting history.

Leonardos et al. proposed the weighted voting for the
PoS-based blockchains [26]. Theweighted voting is a group-
decision procedure with fixed population size [27], [28], in
which the voting result is calculated with weights associated
with voters’ reliability such that the likelihood of the better
choice of two alternatives is maximized. In [26], the authors
applied the Multiplicative Weights Update (MWU) algo-
rithm to their voting mechanism, in which the node profile is
updated in a multiplicative-increase, multiplicative-decrease
manner. Their update algorithm includes several parameters
to be predetermined, such as a parameter controlling the in-
crease/decrease ratio for the amount of stake and parameters
controlling rates for increasing and decreasing the amount
of stake. Therefore, parameter tuning is an important design
issue for MWU algorithm, however, it is difficult to deter-
mine those parameters such that theMWU provides accurate
estimates. Note also that rewards or penalties for validators
have not been considered in [26].

The authors of [29], [30] considered a reward-penalty
basedmechanisms for PoS-based blockchains. In those stud-
ies, the reward/penalty is considered for the voting result of
a newly generated block, whereas the voting profile of a
validator is not taken into consideration. In this paper, we
consider a reward-penalty incentive mechanism based on the
voting profile of a validator, which is estimated from the vot-
ing history of the validator. A validator that votes correctly
is given a reward. On the contrary, when the validator votes
incorrectly, some of its stake are confiscated.

Notable voting-based consensus algorithms except PoS
are Proof of Authority (PoA) [31] and Proof of Importance
(PoI) [32]. In PoA, a group of nodes is selected as a min-
ing leader, responsible for proposing new blocks. Aura
[33] is a blockchain system adopting the PoA as the con-
sensus algorithm. Since the authority of user(s) must be
managed strictly, all the users joining blockchain network
must be identified. This implies that the PoA is suitable for
consortium-type blockchain†, but not applicable to public
blockchain.

The PoI is the extension of PoS and adopted in NEM
[36]. In PoI, the importance of a node is quantified as score
and calculated with three measures: the amount of stake held
by the node, the number of transactions dealt by the node, and
its partner nodes. In general, however, it is difficult to quan-

†A blockchain technology is classified into public and consor-
tium/private types [34]. In a public blockchain network, any node
can join the network and verify transactions and blocks without
any permission. Bitcoin and Ethereum are categorized into public
blockchain. In consortium/private blockchain network, only the au-
thenticated nodes are allowed tomaintain blockchains. Hyperledger
projects [35] including Hyperledger Fabric are of consortium-type
blockchain.



230
IEICE TRANS. COMMUN., VOL.E105–B, NO.2 FEBRUARY 2022

tify the relation among the nodes participating the blockchain
network. In NEM, the system monitors all the nodes join-
ing the blockchain network for identifying malicious nodes.
This monitoring process becomes overheadwith the increase
in the number of nodes joining the blockchain network.

3. Reward-Penalty Mechanism for Proof of Stake

In this section, we show the proposed reward-penalty mecha-
nism for PoS in detail. We summarize inTable 1 the notations
used throughout the paper.

3.1 Design Goals

The voting mechanism proposed in the paper is regarded as
a special case of PoI, because we focus only on the node reli-
ability which can be measured by voting history. The design
goals of the proposed voting mechanism are as follows.

• The proposed algorithm works not only for pub-
lic blockchains but also for consortium and private
blockchains.

• The profile of a validator can be estimated accu-
rately and updated dynamically with the Exponentially
Weighted Moving Average (EWMA) in a light-weight
computing manner.

• Validators with correct voting can obtain the rewards
according to their profiles, which basically motivates
them to vote correctly.

• Weclassify incorrect voting into big fault and small one,
designing the penalty mechanism in which validators
are motivated to vote correctly.

In terms of penalty, we consider multiple voting as big
fault, and validators that maliciously performmultiple voting
are greatly penalized. This penalty gives validators an incen-
tive to vote correctly. On the other hand, validator’s incor-
rect voting due to hardware/software error is judged as small
fault and a small amount of penalty is incurred. Note that the

Table 1 Notations for reward-penalty mechanism.
Symbol Description

V Number of validators
N Set of validators
bt Validity of a proposed block at time slot t
ct Consensus result of the committee at t
ai ,t Validator i’s vote in time slot t for the new block
xi ,t Voting result of validator i at t
b fi ,t Indicator of a big fault by validator i at t
si ,t Amount of stake of validator i at t
ri ,t Amount of reward/penalty for validator i at t

rewardi ,t Reward for validator i at t
rewardvote

i ,t Reward for validator i that cast a correct vote at t
penaltyi ,t Penalty for validator i at t
penalty

big
i ,t Big penalty for validator i at t

penaltysmall
i ,t Small penalty for validator i at t

γ Weight parameter of a big penalty
β Amount of standard penalty per time slot

pi ,t Voting profile of validator i at t
Na ,t Set of validators who voted correctly at t

penalty for small fault depends on the validator profile. If a
validator continues incorrect vote due to hardware/software
error, the profile value of the validator decreases, making
the amount of penalty for small fault large. This penalty
mechanism is also expected to motivate validators to quickly
recover from hardware/software trouble.

3.2 Reward and Penalty

Let V denote the number of validators that maintain the
blockchain. We define N = {1,2, . . . ,V} as the set of val-
idators. A block is generated in every time slot t ∈ N ∪ {0}.
Let bt ∈ {0,1} denote the validity of a block proposed at
time slot t. bt = 1 represents that the block is valid, while
bt = 0 implies that it is invalid.

For the proposed block, each validator judges its va-
lidity. We define ai,t ∈ {0,1} as the vote of validator i
at time slot t. If validator i judges the proposed block as
valid (resp. invalid), validator i casts a confidence (resp. no-
confidence) vote and ai,t is set to 1 (resp. 0).

The consensus of the proposed block is made by votes
of validators. We define ct ∈ {0,1} as the consensus result
of the committee in time slot t. If more than two thirds
of the validators cast confidence votes, i.e.,

∑
i∈N ai,t >

2V/3, the committee eventually reaches a consensus that the
proposed block is valid and ct is set to 1. Otherwise, it
reaches a consensus that the block is invalid and ct is set to
0. The reason of the requirement of more than two-thirds
confidence votes is to make the blockchain fault-tolerant for
the Byzantine general problem [37].

With the consensus result, we can judge the correctness
of validators’ voting. We define xi,t as the correctness of
validator i’s vote at time slot t. If the vote of validator i is the
same as the consensus result, i.e., ai,t = ct , we say validator i
voted correctly, setting xi,t = 1. If ai,t , ct , we say validator
i voted incorrectly and xi,t is set to 0. A correct vote means
that a validator casts ai,t = 1 for a block with ct = 1, or
casts ai,t = 0 for a block with ct = 0. On the contrary, an
incorrect vote implies that a validator casts ai,t = 0 for the
block with ct = 1, or casts ai,t = 1 for the block with ct = 0.
The incorrect voting may be intentional or unintentional†.
However, it is difficult to distinguish intentional voting from
unintentional one.

We consider penalties to a validator for two actions:
block validation and voting. In the block validation, a val-
idator investigates the validity of a proposed block, and the
agreement of the validator’s investigation result with the con-
sensus of the proposed block is important. In terms of the
voting action, on the other hand, we focus on whether the
validator casts a vote correctly or not. A typical malicious
manner for voting is multiple voting with which the validator
casts more than one vote in a single time slot. Multiple vot-
ing is an intentional attack leading to an incorrect consensus
†With “intentionally,” we mean that the validator casts an in-

correct vote in order to attack the blockchain for falsification or
malfunction. With “unintentionally,” on the contrary, the validator
casts an incorrect vote due to software/hardware error.
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result.
Since the block validity is judged by the majority rule

of more than two thirds of confidence votes by validators,
the impact of one vote of a validator on the consensus is
relatively small. Therefore, we regard an incorrect vote by
a validator as a small fault, even when the incorrect vote is
intentional. On the contrary, multiple votes by a validator
significantly affect the consensus of the block, and therefore
we consider multiple voting as a big fault.

Let b fi,t ∈ {0,1} denote the indicator of a big fault by
validator i in time slot t. b fi,t = 0 indicates that validator i
didn’t make a big fault, while b fi,t = 1 implies that validator
i made a big fault.

In terms of the stake held by a validator, we define
si,t ∈ R+ ∪ {0} as the amount of stake of validator i at time
slot t. The amount of stake of validator i at time slot t + 1,
si,t+1, is given by the following equation

si,t+1 = si,t + ri,t . (1)

Here, ri,t is the amount of reward/penalty for validator i at
time slot t and given by

ri,t = penaltyi,t + rewardi,t, (2)

where rewardi,t ∈ R+ ∪ {0} and penaltyi,t ∈ R− are the
reward and penalty for validator i at time slot t, respectively.
The first term of (2), penaltyi,t , is divided into three cases
according to b fi,t and xi,t :

penaltyi,t =


penaltybigi,t , if b fi,t = 1,
penaltysmall

i,t , if b fi,t = 0, xi,t = 0,
0, if b fi,t = 0, xi,t = 1.

(3)

The big penalty penaltybigi,t in (3) is given by

penaltybigi,t = −γ · si,t−1, (4)

where γ (0 ≤ γ ≤ 1) is the reduction ratio by which the
amount of validator’s stake is reduced. That is, the value of
γ determines how much of stake is confiscated based on the
amount of stake si,t−1 of validator i at the last slot t − 1.

If validator i casts a single vote which is eventually
different from the consensus result, i.e., xi,t = 0, we regard
validator i’s voting as a small fault. We define the small
penalty penaltysmall

i,t as

penaltysmall
i,t = −β · (1 − pi,t ), (5)

where β (β ≥ 0) is the amount of standard penalty per time
slot, which is specified by the blockchain protocol. pi,t is
the voting profile of validator i at time slot t and is described
in details in the next subsection. Note that penaltysmall

i,t is
determined independently of the stake amount for validator
i.

If a validator makes a big fault, a big penalty is imposed
on the validator, which reduces the validator’s stake largely,
depending on the value of γ. On the other hand, for the

validator who made no big fault but voted incorrectly, a
small penalty is imposed, which is based on the standard
penalty amount β and the validator’s profile pi,t .

In order to understand impacts of the above penalties on
the validator’s stake, we consider the following two simple
cases for the evolution of the stake of validator i. In the first
case, we assume that validator i makes a big fault at every
time slot. Noting that no reward is given to validator i, we
obtain from (1)–(4) the amount of stake of validator i at time
t as

si,t = (1 − γ)t · si,0,

where si,0 is the initial amount of stake of validator i.
The second case is that validator i makes a small fault at

every time slot. Suppose that validator i’s profile is pi,t = 0
for any t. Then, si,t is yielded as

si,t = si,0 − βt .

The above two approximations imply that our penalty
mechanism provides multiplicative (resp. additive) decrease
of validator’s stake for a big (resp. small) fault, i.e., the
stake of the validator who made a big (resp. small) fault is
decreased rapidly (resp. gradually). It is expected that this
penalty mechanism discourages validators from performing
multiple voting, and also motivates them to recover from
software/hardware error.

The reward of validator i at time slot t in (2), rewardi,t ,
is defined as follows

rewardi,t =

{
rewardvotei,t , if b fi,t = 0, xi,t = 1,
0, otherwise.

(6)

The reward for a correct vote, rewardvotei,t , is given to
the validator who had no big fault (b fi,t = 0) and cast a
correct vote (xi,t = 1). Note that if the committee has not
reached a consensus that the new block is valid (ct = 0),
the new token is not issued and hence not included in the
reward. Let Na,t denote the set of validators who voted
correctly at time slot t. We calculate rewardvotei,t by the
following equation

rewardvotei,t =
©«token · 1{ct=1} −

V∑
j=1

penaltyj ,t−1
ª®¬ ·

pi,t∑
k∈Na ,t

pk ,t
, i ∈ Na,t, (7)

where token is the amount of new tokens issued by the
system, and 1χ represents an indicator function of the event
χ. The rewardvotei,t is designed so that the sum of penalties
at the last time slot penaltyi,t−1 is redistributed. The reward
for a correct vote is also calculated according to the profile
pi,t . It is designed so that the higher the pi,t , the more reward
is given. Note that the right-hand side of the equation (7)
does not include token when the committee has not reached
a consensus that the new block is valid (ct = 0).
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3.3 Validator’s Profile Update

In this subsection, we describe how to estimate the voting
profile of a validator, which is the indicator of the accuracy
for block validation. Let pi,t ∈ [0,1] denote the profile of
validator i at time slot t. The profile pi,t is updated by the
following EWMA

pi,t = δ ·pi,t−1+(1−δ)·1{b fi ,t=0} ·xi,t, 0 ≤ δ ≤ 1, (8)

where δ ∈ (0,1) is the smoothing parameter of EWMA. Note
that large pi,t implies that validator i is likely to validate a
new block correctly. We can change by δ the impact of the
currently observed sample on the estimation. A small δ gives
more importance to the current sample than the previously
estimated average. In (8), small δ results in pi,t that is
dominantly affected by the current voting result, while large
δ gives a smooth estimate of pi,t .

The EWMA is one of Moving Average (MA) methods
for forecasting in time-series analysis, and known to exhibit
better accuracy among those MA methods in the short run
[38]. The strong points of the EWMA are as follows.

1. The EWMA has a simple formulation for the average
estimation.

2. Model components and parameters have some intuitive
meaning to users.

3. We can estimate the average with limited data storage
and computational effort.

Aweak point of EWMA is that the accuracy of the estimation
results becomes worse with the increase of the targeting
period. That is, the EWMA provides good estimates in a
short time interval, while its accuracy degrades for a long-
term estimation.

Note that storing data and computation in blockchain
incur a high cost. This implies that the estimation algorithm
must estimate the average with as low cost as possible. Note
also that the number of validators is not small and changes.
This also requires that the estimation algorithm must be
scalable. Taking into these requirements, EWMA is a good
solution to predict profiles of all the validators.

The reasons for adopting EWMA to calculate pi,t are
as follows.

• The previous voting performance of the validators
should be taken into consideration for voting profiles
pi,t ’s.

• The validator may temporarily cast an incorrect vote
due to hardware failures and/or unstable network en-
vironments. In such situations, if the validator’s com-
putational environment returns to normal and resumes
correct voting, the voting profile should follow the vot-
ing correctness as accurately as possible.

3.4 Management of Validators’ Votes

The proposed method requires not only storing the approved

transactions but also storing and referencing the voting his-
tory. We assume that the transactions are stored in a
blockchain called a main chain, and the voting history is
stored in a blockchain associated with the main chain called
a side chain. The reason for requiring a side chain is as
follows. If the committee comes to a consensus that a pro-
posed new block is “invalid,” the new block will be rejected.
When storing votes in a block of the main chain, votes for
a block on which the committee has reached a consensus as
“invalid” cannot be stored because of block rejection. As a
result, the voting history for invalid blocks is not recorded
and hence not used in the subsequent profile updates, i.e., the
voting profiles cannot be estimated accurately. To avoid this
inaccurate estimation, the voting history is managed in the
side chain different from the main chain. By introducing the
side chain, we can maintain the voting history independent
of the consensus result of the committee. See Appendix for
an example of the blockchain structure with main and side
chains.

4. Numerical Examples

In this section, we evaluate the performance of the proposed
reward/penalty mechanism by discrete-event simulations.

4.1 Simulation Model

In our simulation, the unit of the simulation time is the block-
generation time, which is constant and equal to d [s]. The
simulation starts at time slot 1 and ends at T , and thus the
simulation time is given by dT [s]. Note that we also regard
time slot 0 is the initial state.

In each time slot t ∈ {1, . . . ,T}, the following events
occur in sequence.

1. Generating a new block.
2. Voting by validators.
3. Updating the profile based on the voting result.
4. Calculating the reward and the penalty based on the

profile.
5. Updating the amount of stake.

At the beginning of time slot t, a new block is generated.
The generated block is valid with probability ξ ∈ [0,1],
independent of the other generated blocks.

After a new block is proposed, each validator votes
for/against the validity of the new block. We assume that
validator i makes a big fault with probability η

big
i (0 ≤

η
big
i ≤ 1, i ∈ N ), or a small fault with probability ηsmall

i (0 ≤
ηsmall
i ≤ 1, i ∈ N ). Let ζi ∈ [0,1] denote the probability
that validator i votes without fault. ζi is given by

ζi = 1 − ηbigi − ηsmall
i .

Note that the probability that validator i makes a big or small
fault is given by 1 − ζi .

Let St denote the total amount of stake on the network
at time slot t, which is given by
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St =
V∑
i=1

si,t .

Based on the total amount of tokens at the beginning of
the simulation, S0, we set the amount of tokens to be issued
by the system at each time slot, token, by

token =
S0 · ε

T

where ε (ε > 0) is the inflation rate [39] for the period T .
Note that token is constant and independent of t.

The standard penalty amount β is defined by the fol-
lowing equation:

β =
token

V
.

The amount of stake of the validator i at time slot t, si,t ,
is updated by (1) with the reward and penalty ri,t .

In terms of the performance measure, we consider the
average amount of stake of validators in time slot t, savgt ,
which is given by

savgt =

∑
i∈N si,t

V
.

We also consider the maximum value smax
t = maxi∈N si,t

and the minimum value smin
t = mini∈N si,t . With smax

t

(resp. smin
t ), we investigate how the system rewards (resp. pe-

nalizes) validators who contribute (resp. do not contribute)
to correct consensuses.

In our simulation, the block generation time is set to
d = 60 [s], and a block generation process for two weeks is
simulated. From this assumption, we have T = 20160. The
number of validators is set to V = 1000. For all the valida-
tors, the initial amount of stake is set to si,0 = 1000, and the
initial profile is set to pi,0 = 0.5. From these assumptions,
we have savg0 = 1000 and S0 = 106. In [39], the inflation
rate for a year is set to 0.15. Using this value, the inflation
rate for two weeks, ε , is set to

ε = 0.15 ·
14
365
' 5.7534 × 10−3.

With this inflation rate, the amount of tokens issued at each
time slot is token = 0.28539. Note that if a validator votes
correctly for all the time slots of two weeks in a simulation,
the resulting amount of stake of the validator is at least
1005.753. Therefore, in this simulation scenario, we assume
that a user who wants to earn 5 tokens in two weeks becomes
a validator.

In terms of the penalty, noting that the amount of tokens
incurred for one big fault is γ · si,t−1. When γ = 10−2, 10
tokens are reduced if the validator holds 1000 tokens. For
the validator who is attracted to earning 5 tokens in two
weeks, the penalty of 10 tokens per one big fault is a severe
punishment and expected to motivate the validator to vote
correctly.

In a small fault case, the standard penalty amount β is

Table 2 Parameter settings.
Parameter Values
Weight of EWMA δ {0.9, 0.99, 0.999}
Weight of the big penalty γ {0, 10−2 , 2 × 10−2 }

Big fault probability of validator i ηbig
i {0, 10−4 , 10−3 }

Small fault probability of validator i ηsmall
i {0, 10−2 , 10−1 }

given by 2.8539 × 10−4. This is a small amount of penalty
compared to the big fault case. If a validator consecutively
votes incorrectly due to software/hardware error, however,
the stake of the validator is continuously reduced. Therefore,
it is expected to motivate the validator to fix the machine
trouble as soon as possible.

For the events of big and small faults, we consider the
followings for ηbigi and ηsmall

i .

• The big fault probability of validator i: ηbigi
Due to a large amount of penalty for big fault, we assume
that validators are likely not to performmultiple voting.
We consider the three cases: no multiple-voting case
(ηbigi = 0), rare multiple-voting case (ηbigi = 10−4),
and not-rare-not-frequent multiple-voting case (ηbigi =

10−3).
• The small fault probability of validator i: ηsmall

i
Since a small fault results fromhardware/software error,
we can assume that small-fault event is more likely to
occur than big-fault one. Therefore we consider the
three occurrence cases for the small fault: no error case
(ηsmall

i = 0), not-frequent error case (ηsmall
i = 10−2),

and frequent error case (ηsmall
i = 10−1).

We comprehensively investigate all the combinations of
the parameter values in order to show its sensitivity to the
amount of validator stake. We summarize the parameter sets
in Table 2.

4.2 Estimation Accuracy of Voting Profile pi,t

In this subsection, we investigate how the EWMA weight
parameter δ of Eq. (8) affects the estimation accuracy of the
validator-voting profile pi,t .

For simplicity, we consider the case of ξ = 1, that is, all
the generated blocks are valid. In this experiment, we change
the correct voting probability ζi , investigating how correctly
pi,t follows ζi . ζi is changed according to the following
scenarios.

• ζi = 1 for 1 ≤ t < 2500 and 17000 ≤ t,
• ζi = 0.25 for 2500 ≤ t < 7500,
• ζi = 0.5 for 7500 ≤ t < 12000,
• ζi = 0.75 for 12000 ≤ t < 17000.

Figure 2(a) shows the evolution of pi,t for a certain
validator. Here, δ is set to 0.9. It is observed that pi,t takes
the value close to 1 until t = 2500. Then, pi,t suddenly
decreases to the value lower than ζi = 0.25 at t = 2500, and
fluctuates greatly around 0.25. After t = 7500, pi,t fluctuates
around 0.5, and we also observe the same tendency from
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Fig. 2 Samples of pi ,t .

Fig. 3 Samples of pi ,t and si ,t .

t = 12000 to 17000. After t = 17000, pi,t returns to the
value close to 1.

Figures 2(b) and 2(c) show the evolution of pi,t in cases
of δ = 0.99 and 0.999, respectively. It is found that pi,t ex-
hibits less fluctuation with the increase of δ. This is because
large δ makes current samples less significant, smoothing
the estimate of pi,t . It is also observed that pi,t slowly ap-
proaches the true value with the increase of ζi .

When designing the reward-penalty mechanism with
pi,t , it is important to consider the tradeoff between the
fluctuation and convergence speed. In the following, we set
δ = 0.99.

4.3 Relation between Validator Profile and Stake

In this subsection, we investigate the effect of the validator
profile on the amount of stake. Figure 3 illustrates sample
paths of the profile and amount of stake of the validator
with the minimum amount of stake at the end of simulation
T = 20160. In this figure, we set δ = 0.99, γ = 2× 10−2 and
η
big
i = 10−3. We compare three cases of ηsmall

i = 0, 10−2,
and 10−1.

Figure 3(a) illustrates sample paths of the profile and
amount of stake of the validator in case of ηsmall

i = 0. Noting
that the probability of correct voting of the validator ζi is
0.999, we observe in this figure that the validator profile
remains the value around 0.999 in most time slots. In terms
of the amount of stake, we observe the declining trend with
several sudden drops. This is caused by big-fault events.
Since γ = 2 × 10−2, the amount of penalty for a big fault for

the validator with the amount of stake of 1000 (resp. 800) is
20 (resp. 16). We can observe sudden drops with the amount
of 20 for t ∈ [0,5000] and those of 16 for t ≥ 1500.

Figure 3(b) represents the sample paths in case of
ηsmall
i = 10−2. We observe in Fig. 3(b) that the val-
idator profile fluctuates with larger variation than that in
Fig. 3(a). This is simply due to the small-fault event that
occurs with probability ηsmall

i = 10−2. In terms of the
amount of stake, we observe the declining trend similar to
Fig. 3(a). Note that in this numerical experiment, we set
the standard penalty amount of a small fault, β, is set to
2.8539 × 10−4, which is equal to the amount of token gener-
ated in a time slot, token. Since the correct voting probabil-
ity ζi is 0.989, the expected penalty amount for a small fault
event is β(1 − pi,t ) ≈ β(1 − ζi) = 3.1393 × 10−6. That is,
the penalty amount for small fault is smaller than the reward
one, resulting in a small impact of penalty for small fault on
the amount of the validator stake.

Figure 3(c) shows the sample paths in case of ηsmall
i =

10−1. In this figure, the validator profile greatly fluctuates
around 0.9. This comes from the fact that the probability of
correct voting ζi is 0.899. In terms of the validator’s stake,
we observe the same tendency as Fig. 3(b).

4.4 Average Amount of Stake savgt

In this subsection, we investigate the mean stake savgt at the
end of the period, i.e., t = T = 20160.

Figure 4 represents savgt and its standard deviations at
t = 20160. Here, we set δ = 0.99 and γ = 2 × 10−2, and
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Fig. 4 s
avg
t vs. ηbig

i (γ = 2 × 10−2).

Fig. 5 smax
t and smin

t vs. γ (ηsmall
i = 0).

savgt ’s in three cases of ηbigi = 0, 10−4, and 10−3 are plotted
in each graph. We also compare three cases of ηsmall

i = 0,
10−2, and 10−1.

In Fig. 4(a), savgt ’s in three cases are the same. This re-
sult implies that the stake generated during T = 20160 time
slots is appropriately distributed to all the validators in the
system. We also observe that the standard deviation of savgt

is growing with increase in ηbigi . For a large ηbigi , validators
are likely to make big faults and the amount of confiscated
stake increases. As a result, the amount of stake of the valida-
tor who makes some big faults decreases, while the validator
who votes correctly is likely to be much rewarded. In or-
der to clarify the rewarding/penalizing performance of the
proposed system, we consider the maximum and minimum
amounts of stake smax

t and smin
t in the following subsection.

Note that when ηsmall
i increases, there is no significant

change in savgt . This implies that small penalties do not have
a remarkable impact on the validators’ amounts of stake in
the two-week block generation period.

4.5 Impact of Weight for Big Penalty γ

From this and the following subsections, we investigate the
maximum and minimum amounts of stake smax

t and smin
t in

detail.
Figure 5 represents the average values of smax

t and smin
t ,

and their 95% confidence intervals at t = 20160. Here, we
set δ = 0.99 and ηsmall

i = 0, and smax
t and smin

t ’s in three

cases of γ = 0, 10−2, 2× 10−2 are plotted in each graph. We
also compare three cases of ηbigi = 0, 10−4, 10−3.

In Fig. 5(a), smax
t and smin

t are the same and insensitive
to γ. This is simply because validators do not make big faults
nor small ones with ηbigi = ηsmall

i = 0. In Fig. 5(b), when γ
increases, smax

t increases and smin
t decreases. Remind that in

the proposed mechanism, when a validator makes a big fault,
the amount of its stake determined by (4) is confiscated and
the resulting stake of the validator decreases. On the other
hand, the confiscated stake is redistributed to validators that
vote correctly by (7). This result implies that the proposed
reward/penalty mechanism works correctly. In Fig. 5(b), we
observe a large discrepancy between smax

t and smin
t with

increase of γ. This suggests that γ in (4) significantly affects
the stake redistribution due to big faults.

In the following Sects. 4.6 and 4.7, we set γ = 2×10−2.

4.6 Impact of Big Fault Probability ηbigi

Figure 6 represents the averages of smax
t and smin

t , and their
95% confidence intervals at t = 20160. Here, we set δ =
0.99, γ = 2 × 10−2, and smax

t and smin
t ’s in three cases of

η
big
i = 0, 10−4, 10−3 are plotted in each figure. We also
compare the three cases of ηsmall

i = 0, 10−2, 10−1.
In Fig. 6(a), we observe that smax

t (resp. smin
t ) greatly

increases (resp. decreases) with increase in ηbigi . This result
implies more big faults a validator makes, larger amount
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Fig. 6 smax
t and smin

t vs. ηbig
i (γ = 2 × 10−2).

Fig. 7 smax
t and smin

t vs. ηsmall
i (γ = 2 × 10−2).

of stake of the validator is confiscated. On the contrary,
validators who correctly votes receive a large amount of
reward from the system. From this result, it is expected
that the proposed reward/penalty mechanism will motivate
validators to vote correctly.

Note that when ηsmall
i increases, there is no significant

change in smin
t and smax

t . This implies that small penalties
do not have a remarkable impact on the validators’ amounts
of stake in the two-week block generation period.

4.7 Impact of Small Fault Probability ηsmall
i

Figure 7 illustrates the averages of smax
t and smin

t , and their
95% confidence intervals in the final time slot t = 20160.
Here, we set δ = 0.99, γ = 2 × 10−2, and smax

t and smin
t ’s

in three cases of ηsmall
i = 0, 10−2, 10−1 are plotted in each

figure. We also compare three cases of ηbigi = 0, 10−4, 10−3.
In all the graphs of Fig. 7, no significant change of smin

t

and smax
t is observed with increase of ηsmall

i . When ηbigi
increases, on the contrary, the discrepancy between smax

t

and smin
t greatly increases. This result also confirms that a

big fault is penalized with a large reduction in the amount
of stake, while a small fault is not penalized severely, as we
designed.

The reason for the proposed reward/penalty mechanism
is as follows. A validator may make a small fault when hard-
ware failure, maintenance, or other factors make its voting
temporarily impossible. If the amount of stake is signifi-
cantly reduced in such cases, the risk of participating in the

blockchain system becomes too high for the validator. As
a result, existing validators may leave the system to avoid
the risk as well as new validators may have less incentive to
join the system. If this happens, the number of validators in
the system is not enough to make the PoS-based consensus
correctly. By suppressing the amount of reduced stake for
the validator with a small fault, we prevent the validator from
leaving the system.

4.8 Summary of Numerical Results

The purpose of the simulation experiment is to confirm
that the validator stake is changed according to our reward-
penalty policy under real economic scenarios. We investi-
gated whether the validator stake is rewarded or penalized
according to our policy in which the validator making a big
(resp. small) fault is greatly (resp. slightly) penalized, while
the validator voting correctly is rewarded appropriately.

We summarize the findings from the simulation results
as follows.

• The EWMA-based estimation of validator profiles pro-
vides good estimates with fast convergence when the
smoothing parameter is set appropriately.

• The stake generated during the simulation period is
appropriately distributed to the validators.

• The validator stake is widely distributed with the in-
crease of the weight parameter of the big-fault penalty.

• The difference between the maximum and minimum
of the validator stake grows with the increase in the
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probability that a validator makes a big fault.
• The validator stake slightly changes with the increase
in the probability that a validator makes a small fault.

From the above results, we can confirm that the pro-
posed reward/penalty mechanism works according to our
reward-penalty policy. By adopting the proposed mecha-
nism, it is expected that big-fault incidents such as multiple
voting can be prevented by reducing a large amount of stake
of malicious validators. If a validator casts an incorrect
vote due to software/hardware error, the amount of stake
of the validator is slightly reduced. That is, the proposed
mechanism is tolerant of incorrect voting due to temporary
failure. Furthermore, the proposed mechanism redistributes
stake paid by the validators making big/small faults to the
validators that vote correctly. This also gives validators a
strong incentive to vote correctly.

5. Conclusion

In this paper, we have considered a reward-penalty-based
incentivization mechanism for PoS. In the proposed mecha-
nism, the reliability of a validator is characterized as a profile,
and each validator is rewarded or penalized according to its
voting result, depending on its current profile. Numerical
results have shown that the proposed approach can estimate
the profile of a validator accurately even when the voting
profile dynamically changes. In addition, it has been shown
that by adopting the profiles, validators with high profile can
obtain a large amount of reward, while the amount of stakes
for validators who make a big fault are significantly confis-
cated. Besides, we suppress the stake reduction due to a
small fault to prevent validators from leaving the system.

In terms of scalability, the processing overhead for con-
sensus becomes large with the increase of the number of
validators if we allow all the nodes joining the blockchain
network to be validators. Since validators play a crucial role
of block consensus and hence maintaining the consistency of
the blockchain, validators must be selected carefully among
the nodes joining the blockchain network. In Polkadot [40],
validator selection is designed such that the nodes depositing
a sufficiently high bond can be nominated as validators. If
we consider this bond depositing mechanism for validator
selection, it is possible to control the number of validators
with which the consensus overhead is prevented.

Related to the organization of validators, detecting ma-
licious validators is a difficult task. One possible approach to
this issue is to identify a malicious validator from voting his-
tory, however, this approach requires a sufficient amount of
voting history for each validator, resulting in a large detection
delay. Note that the above validator selection mechanism is
also effective to organize a committee with honest validators.
Therefore, the validator selection mechanism is significantly
important for blockchains with PoS-based consensus algo-
rithm.

In the proposed approach, the number of approval votes
required for the committee to reach a consensus on the va-

lidity of a new block was set to be greater than two-thirds
of the total number of validators. Therefore, if more than a
third of the total number of validators are unable to vote due
to some fault, consensus will not be achieved. In order to
avoid such consensus failures, it is necessary to reduce the
number of impaired validators who are unable to vote cor-
rectly. One of approaches to prevent the consensus failures
is to increase the amount of penalty for a validator depend-
ing not only on the validator’s profile but also on the time
interval during which the validator’s profile remains below a
prespecified threshold. Our future work is designing an in-
centive mechanism to make validators to vote correctly such
that the low-profile state of validators does not last a long
time.
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Appendix: Blockchain Structure with Main and Side
Chains

It is possible to construct blockchain systems with one main
chain and side chain(s) without PoWs. A notable instance
of such blockchain framework is Ethereum 2.0, in which we
can connect a PoS-based main chain with PoS-based side
chains.

We consider the following simple architecture of a main
chain connected to a side chain. At each voting slot, voting
results of validators are stored in a block for the side chain.
At the same time, those are hashed and stored into a block
for the main chain. When the block for the main chain is
confirmed with PoS consensus algorithm, the block for the
side chain is also confirmed indirectly.

Figure A· 1 shows an example of our blockchain struc-
ture. In this figure, black squares and white ones with dotted
line are confirmed and discarded blocks in the main chain,
respectively, while gray squares below the main chain are
blocks for the side chain. At time slot 1, the proposed block
is confirmed by voting result c1 = 1 and connected to the
main chain. The validator votes of this block are stored into
block 1 of the side chain and its hash value is included in the
block of the main chain proposed at time slot 2. If the sec-
ondly proposed block for the main chain is validated, block
1 of the side chain is also confirmed.

At time slot 2, the proposed block is also confirmed
and the voting result is stored in block 2 of the side chain
and its hash value is included in the block of the main chain
proposed at time slot 3. However, the thirdly proposed block
is discarded according to the voting result c3 = 0. In this
case, the hash value for data merged with blocks 2 and 3 in
the side chain is computed and included in the block of the
main chain proposed at time slot 4. If the block of the main
chain proposed at time slot 4 is confirmed, blocks 2 and 3 of
the side chain are also confirmed.

With this blockchain structure, we can avoid recursive
construction for side chains.
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Fig. A· 1 Blockchain Structure with Main and Side Chains.

Takeaki Matsunaga received the B.A.
degree from Hiroshima University, Hiroshima,
Japan in 2016. He is currently aMaster’s Student
with the Division of Information Science, Grad-
uate School of Science and Technology, Nara In-
stitute of Science and Technology, Nara, Japan.
His current research interest is blockchain.

Yuanyu Zhang received the B.E. and M.S.
degrees from Xidian University, Xi’an, China,
in 2011 and 2014, respectively, and received the
Ph.D. degree from the School of Systems In-
formation Science, Future University Hakodate,
Hokkaido, Japan in 2017. He is currently an
Assistant Professor with the Division of Infor-
mation Science, Graduate School of Science and
Technology, Nara Institute of Science and Tech-
nology, Japan.

Masahiro Sasabe received the B.S., M.E.,
and Ph.D. degrees fromOsakaUniversity, Japan,
in 2001, 2003, and 2006, respectively. Hewas an
Assistant Professor with the Cybermedia Center,
Osaka University from 2004 to 2007, an Assis-
tant Professor of Graduate School of Engineer-
ing, Osaka University from 2007 to 2014. He
is currently an Associate Professor of Graduate
School of Science andTechnology, Nara Institute
of Science and Technology, Japan. His research
interests include P2P/NFV networking, game-

theoretic approaches, and network optimization. Dr. Sasabe is a member of
IEEE and IEICE.

Shoji Kasahara received the B. Eng., M.
Eng., and Dr. Eng. degrees from Kyoto Univer-
sity, Kyoto, Japan, in 1989, 1991, and 1996, re-
spectively. Currently, he is a Professor of Nara
Institute of Science andTechnology, Nara, Japan.
His research interests include stochastic model-
ing and analytics of large-scale complex systems
based on computer/communication networks.


