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PAPER

Simplified Capacity-Based User Scheduling Algorithm for
Multiuser MIMO Systems with Block Diagonalization

Yuyuan CHANG†a), Student Member and Kiyomichi ARAKI†, Fellow

SUMMARY In multiple-input multiple-output (MIMO) systems, the
multiuser MIMO (MU-MIMO) systems have the potential to provide
higher channel capacity owing to multiuser and spatial diversity. Block
diagonalization (BD) is one of the techniques to realize MU-MIMO sys-
tems, where multiuser interference can be completely cancelled and there-
fore several users can be supported simultaneously. When the number of
multiantenna users is larger than the number of simultaneously receiving
users, it is necessary to select the users that maximize the system capacity.
However, computation complexity becomes prohibitive, especially when
the number of multiantenna users is large. Thus simplified user schedul-
ing algorithms are necessary for reducing the complexity of computation.
This paper proposes a simplified capacity-based user scheduling algorithm,
based on analysis of the capacity-based user selection criterion. We find a
new criterion that is simplified by using the properties of Gram-Schmidt or-
thogonalization (GSO). In simulation results, the proposed algorithm pro-
vides higher sum rate capacity than the conventional simplified norm-based
algorithm; and when signal-to-noise power ratio (SNR) is high, it provides
performance similar to that of the conventional simplified capacity-based
algorithm, which still requires high complexity. Fairness of the users is
also taken into account. With the proportionally fair (PF) criterion, the
proposed algorithm provides better performance (sum rate capacity or fair-
ness of the users) than the conventional algorithms. Simulation results also
shows that the proposed algorithm has lower complexity of computation
than the conventional algorithms.
key words: MIMO, multiuser diversity, block diagonalization, user
scheduling algorithm, simplification, Gram-schmidt orthogonalization

1. Introduction

Multiple-input multiple-output (MIMO) wireless systems
have attracted a lot of attention for their potential of high
gain in channel capacity. Recently, attention has shifted to
multiuser MIMO (MU-MIMO) systems, which serve sev-
eral users simultaneously in the domains of frequency and
time [1]–[3]. For a system with multiantenna users, block
diagonalization (BD) [3] is a technique, where the transmit
precoding matrix of each user is designed such that its sub-
space lies in the null space of all other remaining users, so
that multiuser interference (MUI) is completely cancelled.

However, the number of users that can be simultane-
ously supported with BD is limited by the number of trans-
mit antennas, the number of receive antennas and the rich-
ness of the channels [3]. The problem becomes how to
choose the subset of users that maximizes the total through-
put of a multiuser system containing a large number of users.
An exhaustive search over all possible user sets guarantees
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that the total throughput is maximized, but the computation
complexity is prohibitive if the number of users in the sys-
tem is large.

Two suboptimal user selection algorithms for MU-
MIMO systems with BD were proposed in [4] with the aim
of maximizing the total throughput while keeping the com-
plexity low. Both algorithms iteratively select users until
the maximum number of simultaneously supportable users
is reached. The first one is called capacity-based user se-
lection algorithm. In each user selection step, the algorithm
selects a user who provides the maximum total throughput
with those already selected users. Because the capacity-
based user selection algorithm still requires frequent BD ca-
pacity calculation, the second one, called Frobenius norm-
based user selection algorithm, was also proposed to reduce
the complexity of computation furthermore.

Simplified fair scheduling and antenna selection al-
gorithms for BD and successive optimization (SO) system
were proposed in [5]. The aim in [5] is to investigate low
complexity algorithms for joint user and antenna selection
for MU-MIMO system employing either BD or SO. For BD,
the user selection algorithm is similar to Frobenius norm-
based user selection algorithm in [4], and for further lower
complexity, a user grouping technique based on subspace
correlation was also proposed, here we call it simplified
norm-based user scheduling algorithm. Simplified propor-
tionally fair (PF) scheduling was also introduced for both
techniques, where Metric 1 and Metric 2 are PF criteria for
BD in [5], to reduce the unfairness of supported rates for the
users.

Simplified norm-based algorithm really reduces the
complexity of computation of the user scheduling, but also
reduces the sum rate capacity performance of the systems.
In this paper, we propose a simplified capacity-based user
scheduling algorithm, by analysing the capacity-based user
selection criterion. We find a new criterion that is sim-
plified by using the properties of Gram-Schmidt orthogo-
nalization (GSO). In simulation results, the proposed algo-
rithm provides higher sum rate capacity than the simplified
norm-based algorithm; and when signal-to-noise power ra-
tio (SNR) is high, it provides performance similar to that of
the capacity-based algorithm which is very complex.

With the PF criterion, the proposed algorithm provides
performance similar to that of the simplified rate-based al-
gorithm (Metric 1) when SNR is higher, but have better fair-
ness of users; when SNR is low, it has fairness similar to
that of the algorithm with Metric 1, but provides better per-
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formance than it. The proposed algorithm provides fairness
similar to that of the simplified norm-based algorithm with
PF (Metric 2), but provides higher sum rate capacity than it.
Simulation results also shows that the proposed algorithm
has lower complexity of computation than the conventional
algorithms.

1.1 Notation

In this paper the following notations are used. Uppercase
boldface type is used for matrices and lowercase boldface is
used for vectors. All scalar quantities are not in boldface.
The (·)T and (·)H denote the transpose and the conjugate
transpose of a matrix, respectively. The tr(·) denotes the
trace of a matrix and the E[·] denotes the expectation oper-
ator. The | · | and ‖ · ‖ denote the determinant and Frobenius
norm of a matrix, respectively. Finally, I and IN denotes the
identity matrix and the N × N identity matrix.

The rest of this paper is organized as follows. Section 2
describes the system model and the introduction of BD.
In Sect. 3, we introduce the conventional capacity-based
and simplified norm-based user scheduling algorithms. In
Sect. 4, we analyse the capacity-based user scheduling crite-
ria and propose a simplified capacity-based user scheduling
algorithm. The PF is introduced and considered in Sect. 5
for the norm-based and the proposed algorithms. Along
with complexity analysis, simulation results are shown in
Sect. 6. Finally, we conclude this paper in Sect. 7.

2. System Model

We consider a downlink of a MU-MIMO system with Nt

transmit antennas at the base station (BS) and Nk, k =
1, 2, . . . ,K, receive antennas at the kth mobile user, where
K is the number of multiantenna users. The total number
of receive antennas is Nr =

∑K
k=1 Nk, and firstly we consider

the simple case that Nt ≥ Nr.
Let Hk be an Nk×Nt complex matrix, and Hk denote the

downlink channel of the kth user. We assume a flat Rayleigh
fading spatially uncorrelated channel model so that the ele-
ments of Hk, k = 1, 2, ..., K can be modeled as independent
and identically distributed (i.i.d.) complex Gaussian random
variables with zero mean and unit variance.

The signal vector of user j, s j is a vector in CN j and is
precoded at the transmitter with a Nt × Nj precoding matrix
M j to produce transmitted signal vector x j = M js j. The
received signal vector of the kth user can be expressed as

rk = Hk

K∑
j=1

M js j + nk, (1)

where nk is a vector in CNk and denotes the zero mean ad-
ditive Gaussian noises with variance of σ2

n. It is noted that
this paper is restricted to the case that all the users have the
same received noise power level.

When the multiuser interference is eliminated with
properly designed precoding matrices Mk, k = 1, 2, ..., K

(i.e. HkM j = 0 ∀k � j), the MU-MIMO system is decom-
posed into parallel single user MIMO channels and the re-
ceived signal vector for user k becomes rk = HkMksk + nk.
This kind of techniques is called BD, and we will introduce
the design of the precoding matrices in the next section.

2.1 Block Diagonalization [3]

Firstly we define an (Nr −Nk)×Nt aggregate channel matrix
H̃k � [HT

1 ... HT
k−1 HT

k+1 ... HT
K]T . Zero multiuser inter-

ference constraint requires that the precoding matrix Mk of
user k lies in the null space of H̃k, which requires the null
space of H̃k to have dimension greater than 0. Denote the
singular value decomposition (SVD) of H̃k as

H̃k = Ũk

[
Σ̃k 0

] [
Ṽ(1)

k Ṽ(0)
k

]H
, (2)

where Ũk holds the left singular vectors of H̃k and Σ̃k is an
(Nr − Nk) × (Nr − Nk) diagonal matrix with diagonal entries
that are the singular values of H̃k. Ṽ(1)

k holds the first (Nr −
Nk) right singular vectors and Ṽ(0)

k holds the last (Nt−Nr+Nk)

right singular vectors. Thus, Ṽ(0)
k forms an orthogonal basis

for the null space of H̃k (i.e. H̃kṼ(0)
k = 0), and its columns

are candidates for the precoding matrix Mk for user k. Now
we define the matrix Ĥk � HkṼ(0)

k which can be considered
as the block diagonalized channel matrix of user k. This
structure allows the SVD to be determined individually for
each user. Define the SVD of Ĥk

Ĥk = HkṼ(0)
k = Ûk

[
Σ̂k 0

] [
V̂(1)

k V̂(0)
k

]H
, (3)

where Ûk holds the left singular vectors of Ĥk and Σ̂k is an

Nk × Nk diagonal matrix with diagonal entries,
√
λ̂(k)

i , i = 1,

2, ..., Nk, are the singular values of Ĥk. V̂(1)
k holds the first

Nk right singular vectors and V̂(0)
k holds the last (Nt − Nr)

right singular vectors. The product of Ṽ(0)
k and V̂(1)

k now pro-
duces an orthogonal basis of dimension Nk and represents
the transmission vectors that maximize the information rate
for user k subject to producing zero multiuser interference.
Thus, the encoding matrix for kth user is defined as

Mk � Ṽ(0)
k V̂(1)

k . (4)

With the encoding matrix Mk, the received signal vector of
user k becomes

rk = HkMksk +Hk

K∑
j=1, j�k

M js j + nk

= HkMksk + nk, (5)

where the second term in the first line represents the MUI
and becomes zero because of the precoding matrix design.
Then the MU-MIMO channel can be decomposed into indi-
vidual MIMO channel for each user.
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3. User Scheduling Algorithms

When the number of active users K becomes larger and Nr

becomes larger than Nt, the BS cannot transmit information
to all the users without interference between the users. The
BS selects a smaller subset of users from all the K users.
The optimal user scheduling strategy is to select the subset
of users that maximizes the sum capacity of the MU-MIMO
channel at each time slot.

Ûs = arg max
Ul⊂U

CBD|Ul , (6)

where Ûs denotes the optimally selected user set,U denotes
the set of all the K users andUl is a subset of all theU, and
the cardinality of Ul is less than or equal to the maximum
number of simultaneous receiving users K̂. CBD|Ul is the
sum rate capacity achieved with BD applied to the user set
Ul with average total transmit power Pt and is expressed as

CBD|Ul = max{
Qk :
∑

k∈Ul
tr(Qk)=Pt

}
∑
k∈Ul

log2

∣∣∣∣∣I + 1

σ2
n

HkMkQkMH
k HH

k

∣∣∣∣∣, (7)

where Qk = E[sksH
k ] denotes the input covariance ma-

trix of user k and the solution of (7) can be obtained by
the water-filling (WF) algorithm over the eigenvalues of
ĤkĤH

k , ∀k ∈ Ul. The transmit power for the user set Ul

is
∑

k∈Ul
tr(MkQkMH

k ) =
∑

k∈Ul
tr(MH

k MkQk) =
∑

k∈Ul
tr(Qk)

that is equal to Pt, for that Ṽ(0)
k and V̂(1)

k in Mk are orthonor-
mal bases. It is clear that an exhaustive search over U is
computationally prohibitive if K � K̂, so suboptimal user
selection algorithms were proposed to reduce the complex-
ity of finding the user set.

In this section, we briefly introduce the capacity-based
user scheduling algorithm proposed in [4] and the simplified
norm-based user scheduling proposed in [5]. Although an-
tenna selection can increase the performance further [5], we
don’t employ antenna selection here in order to simplify the
problem and gain more insight into the algorithms for user
selection.

3.1 Capacity-Based User Scheduling

The capacity-based user selection algorithm is proposed in
[4], and is summarized as follows.

Algorithm I: Capacity-based User Scheduling.
1) Initially, letU = {1, 2, ..., K} andUs = {φ}.

a. Then select a user u1 such that u1 =

arg maxk∈U log2

∣∣∣I+ 1
σ2

n
HkMkQkMH

k HH
k

∣∣∣.
b. Set

Ctemp = log2

∣∣∣I + 1
σ2

n
Hu1 Mu1 Qu1 MH

u1
HH

u1

∣∣∣,
and letU = U \ {u1},Us = Us ∪ {u1}.

2) For i = 2 to K̂

a. For every k ∈ U, letUl = Us ∪ {k}, calculate the
BD sum capacity for the user setUl:
Ck =

∑
j∈Ul

log2

∣∣∣I + 1
σ2

n
H jM jQ jMH

j HH
j

∣∣∣.
b. Let ui = arg maxk∈U Ck.
c. If Cui < Ctemp, terminate the algorithm and the

selected user set isUs.
d. Let Ctemp=Cui ,U=U \{ui} andUs=Us ∪ {ui}.

3) Endfor: The selected user set isUs.

WhereU andUs denote the sets of the unselected and
selected users, respectively. In step 1, the BS selects the
first user with the highest single user MIMO channel capac-
ity, where, for a user k, Mk holds the first Nk right singular
vectors of Hk and Qk is obtained by WF over the eigenval-
ues of HkHH

k ; then the channel capacity of the selected user
is memorized by the BS. In step 2, from the remaining unse-
lected users, it finds the user that has the largest value of the
BD capacity of the user together with those selected users.
But if the total capacity does not increase, the algorithm ter-
minates, even if the number of selected users is smaller than
K̂. Algorithm I, which chooses the users with the sum rate
capacity of the users, maximizes the total throughput of each
step, but frequent BD capacity calculations need to perform
a lot of SVDs that is the main load of computation.

3.2 Simplified Norm-Based User Scheduling

The simplified norm-based user selection algorithm is pro-
posed in [5]. We summarize it as follow, but without antenna
selection.

Algorithm II: Simplified Norm-based User Scheduling.
1) Initially, letU1 = U = {1, 2, ..., K} andUs = {φ}.

a. Then select a user u1 such that
u1 = arg maxk∈U ‖Hk‖2.

b. LetU1 = U1 \ {u1};Us = Us ∪ {u1}.
2) For i = 2 to K̂

a. Find the projection matrix
P⊥i = INt − VH

i−1Vi−1,
where Vi−1 is the row basis of H(Us), and
H(Us) = [HT

u1
HT

u2
... HT

ui−1
]T .

b. Ui= {k∈Ui−1|(‖HkVH
i−1‖/‖Hk‖‖Vi−1‖)<ξ}

c. If Ui is empty, terminate the algorithm and the
selected user set isUs.

d. Let ui=arg maxk∈Ui ‖HkP⊥i ‖2+‖H(Us)P⊥k ‖2
where P⊥k = INt − VH

k Vk and Vk is the row basis
of Hk.

e. LetUi = Ui \ {ui} andUs = Us ∪ {ui}.
3) Endfor: The selected user set isUs.

Where Ui denotes the user selection candidates at the
ith step (loop). In step 1, the first user is selected, based on
the Frobenius norm of the channel of each user, and in step
2, the row basis Vi−1 of the aggregate channel matrix H(Us)
can be calculated with SVD or using GSO, and is used to
make the projection matrix P⊥i . The number of candidates is
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firstly reduced with a threshold of channel spatial correlation
ξ, which is designed as in [5], and then from the candidates
a user is selected in step 2.d.

4. Proposed User Scheduling Algorithm

In this section, we consider again the user scheduling cri-
terion for the case: The BS has selected one user and then
it tries to select the second user from the user pool U ex-
cept user u1. In Algorithm I, the second user is selected to
maximize the sum rate capacity with the equation below:

u2 = arg max
{k∈U;k�u1}

log2

∣∣∣∣∣I + 1

σ2
n

Hu1 Mu1 Qu1 MH
u1

HH
u1

∣∣∣∣∣
+ log2

∣∣∣∣∣I + 1

σ2
n

HkMkQkMH
k HH

k

∣∣∣∣∣, (8)

where Mu1 and Mk are the precoding matrices for user u1

and user k, lying in the null space of Hk and Hu1 , respec-
tively. Qu1 and Qk are the covariance matrices of the input
signals as mentioned in (7) and is optimized by WF over the
eigenvalues of Ĥu1 ĤH

u1
and ĤkĤH

k .
For different combination of the selected users, there

is a different power allocation obtained by WF. For sim-
plifying the problem, we ignore the effects of the input
covariance matrices with setting Qu1 = PtINu1

/N(2)
r and

Qk = PtINk/N
(2)
r , i.e. considering the signals are transmit-

ted with equal power, where N(2)
r = Nu1 + Nk is the sum of

the number of receive antennas of user u1 and k.
And when the BS has selected several users, and tries

to select the ith user with step 2.a in Algorithm I, the calcu-
lation becomes very complex due to the calculation of the
sum rate of BD. For furthermore simplifying the problem,
we combine the selected users as one super user with chan-
nel matrix H(Us) as defined in step 2.a of Algorithm II and
also use equal power allocation. The selection of the ith user
can be simplified as below.

ui = arg max
{k∈U;k�Us}

log2

∣∣∣∣∣I + ρN(i)
r

H(Us)MUs M
H
Us

H(Us)
H
∣∣∣∣∣

+ log2

∣∣∣∣∣I + ρN(i)
r

HkMkMH
k HH

k

∣∣∣∣∣, (9)

where MUs and Mk are the precoding matrices for the super
user and user k, and lying in the null space of Hk and H(Us),
respectively; N(i)

r =
∑

j∈{Us , k} Nj is the temporary total num-
ber of receive antennas with selected user set where Nj is the
number of the jth user’s receive antennas; and ρ = Pt/σ

2
n is

the average SNR.
When the SNR ρ is assumed lower than 1 and close

to 0, the maximization of the logarithm functions in (9)
approximates to maximize the sum of the eigenvalues of
H(Us)MUs M

H
Us

H(Us)H and HkMkMH
k HH

k , i.e. the Frobe-
nius norm of H(Us)MUs and HkMk, respectively. Instead of
MUs and Mk, the projection matrices P⊥i and P⊥k are used
to reduce the complexity. Then (9) can be simplified to step
2.d in Algorithm II.

But when SNR is assumed much higher than 1, which
is more practical, the simplification in Algorithm II is no
more appropriate. We consider the user selection problem
in (9) to be the maximization of the product of the determi-
nants.

ui = arg max
{k∈U;k�Us}

∣∣∣H(Us)MUs M
H
Us

H(Us)
H
∣∣∣

×∣∣∣HkMkMH
k HH

k

∣∣∣, (10)

where
∣∣∣HkMkMH

k HH
k

∣∣∣ can be obtained easily, when Nk �
Nt, but the calculation of

∣∣∣H(Us)MUs M
H
Us

H(Us)H
∣∣∣ becomes

very complex, when the number of selected users gets close
to K̂. Fortunately, we find that the GSO can reduce the de-
terminant calculation effort, and with the properties of GSO,
we propose a simplified capacity-based user scheduling al-
gorithm.

4.1 Gram-Schmidt Orthogonalization (GSO)

Firstly, we assume an arbitrary N0 × Nt channel matrix H,
where N0 ≤ Nt is the number of row of H. With GSO, H
can be decomposed into a lower triangular matrix L and an
orthonormal set of row vectors Z that is the row basis of H,
i.e. H = LZ, where Z = [zT

1 ...z
T
N0

]T . Then the determinant of
|HHH | becomes the product of the squared diagonal entries
of L, i.e. |HHH | = ∏N0

i=1 |li,i|2. For emphasising the iterative
calculation in GSO, here we define the projection matrix as
B, which is equal to P⊥ in Algorithm II.

B = INt −
N0∑
i=1

zH
i zi = INt − ZHZ, (11)

where B is the projection matrix to the null space of H, i.e.
HB = 0, and BBH = BB = B. Although the projection ma-
trix calculated by GSO is neither unitary nor orthonormal,
GSO is much simpler than SVD; so we use the projection
matrix instead of the orthonormal basis for the null space of
the channel matrix, like that is calculated in (2), in the user
selection. Here we summarize two properties as the lemmas
below.

Lemma 1. Consider H as an aggregate channel matrix that
H = [HT

1 HT
2 ]T . The determinant of HHH can be calculated

with GSO in steps and becomes∣∣∣HHH
∣∣∣ = ∣∣∣H1HH

1

∣∣∣ × ∣∣∣H2B1HH
2

∣∣∣, (12)

where B1 is the projection matrix to the null space of H1,
that calculated from the row basis of H1 as (11).

Proof. Let the GSO of H to be

H =
[

L1 0
D L2

] [
Z1

Z2

]
, (13)

where L1 and L2 are lower triangular matrices, and D is a
rectangular matrix. [ZT

1 ZT
2 ]T is the orthonormal row basis

set for H, where Z1 and Z2 are associated with H1 and H2,
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respectively. Then H1 = L1Z1, that is the GSO of H1, and
H2 = DZ1 + L2Z2. As the definition B1 = I − ZH

1 Z1 and
Z1ZH

2 = 0, we can get the result below.

H2B1 = DZ1B1 + L2Z2B1 = L2Z2, (14)

that is the GSO of H2B1. The determinant of HHH is the
product of the squared diagonal entries of L1 and L2 that is
the product of

∣∣∣H1HH
1

∣∣∣ and
∣∣∣H2B1HH

2

∣∣∣. �

By the way, the projection matrix B to the null space of H
in Lemma 1 becomes (15), that can be calculated iteratively,
in the calculation of GSO for H2B1.

B = I − ZH
1 Z1 − ZH

2 Z2 = B1 − ZH
2 Z2. (15)

Lemma 2. Consider another aggregate channel matrix H′ =
[HT

2 HT
1 ]T , where H1 and H2 are those defined in Lemma 1.

Then
∣∣∣H′H′H ∣∣∣ is equal to

∣∣∣HHH
∣∣∣, i.e.∣∣∣H1HH

1

∣∣∣ × ∣∣∣H2B1HH
2

∣∣∣ = ∣∣∣H2HH
2

∣∣∣ × ∣∣∣H1B2HH
1

∣∣∣, (16)

where B2 is the projection matrix to the null space of H2,
that calculated from the row basis of H2 as (11).

Proof. Firstly, we define the SVD of H as

H = U
[
Σ 0

]
VH =

[
U1

U2

] [
Σ 0

]
VH , (17)

where U holds the left singular vectors of H; Σ is a N0 × N0

diagonal matrix with diagonal entries are the singular val-
ues of H; and V holds the first N0 right singular vectors
of H. Consequently, the determinant of HHH becomes the
product of the eigenvalues of HHH , i.e. the product of the
squared entries of Σ. U1 and U2 are defined as the left singu-
lar vectors of H corresponding to H1 and H2, respectively;
i.e. H1 = U1[Σ 0]VH and H2 = U2[Σ 0]VH are held†. Ob-
viously, when H becomes H′, only the order of U1 and U2

changes, but Σ and V are unchanged. �

From Lemma 1, it is known that we can get the de-
terminant user by user with GSO; and from Lemma 2, it is
possible to change a complex determinant calculation into a
simpler one.

In this paper, we try to use GSO to calculate the de-
terminant of the matrices for simplifying the complexity. In
the lemmas, the projection matrix becomes much more im-
portant than the row basis. Therefore, we define the GSO
function as below.

GSO function: calculating the determinant of ḢḂ0ḢH with
Gram-Schmidt orthogonalization.

1) Initially, the inputs of the function are Ḃ0 and
Ḣ = [ḣT

1 ḣT
2 ...ḣ

T
N0

]T , where ḣi is the ith row vector of
Ḣ. If Ḃ0 = INt , let h̄1 = ḣ1, else h̄1 = ḣ1Ḃ0.

2) For i = 1 to N0

a. Calculate gi= h̄ih̄H
i , the squared length of h̄i.

b. żH
i żi = h̄H

i (h̄i/gi).

c. Ḃi = Ḃi−1 − żH
i żi.

d. If i < N0 then h̄i+1 = ḣi+1Ḃi.

3) Endfor: return B̃0 = ḂN0 and the determinant
g̃0 =

∏N0

i=1 gi.

Where Ḣ is an N0 ×Nt input channel matrix, where N0 ≤ Nt

is the number of row of Ḣ, and Ḃ0 is the input projection ma-
trix; and the output g̃0 becomes the determinant of ḢḂ0ḢH

and the output B̃0 is the projection matrix to the null space of
ḢḂ0. In the GSO function, we process the input ḢḂ0 row
by row and the projection matrix is calculated iteratively,
where Ḃi is a temporary result of B̃0 in the ith loop of the
“For” loops and the size of Ḃi and B̃0 is Nt × Nt.

4.2 Simplified Capacity-Based User Scheduling

Back to the user selection problem, we further simplify (10)
into the equation below, where we just substitute the projec-
tion matrices for the precoding matrices.

ui = arg max
{k∈U;k�Us}

∣∣∣H(Us)BkH(Us)
H
∣∣∣ × ∣∣∣HkBUs H

H
k

∣∣∣, (18)

where Bk and BUs are the projection matrices to the
null spaces of Hk and H(Us), respectively, which can
be calculated with GSO function. When Nk is small,
calculating

∣∣∣HkBUs H
H
k

∣∣∣ is a simple task, but calculating∣∣∣H(Us)BkH(Us)H
∣∣∣ becomes very complex due to the in-

creasing of selected users. With Lemma 2, the determinant
of H(Us)BkH(Us)H becomes

∣∣∣∣H(Us)BkH(Us)
H
∣∣∣∣ =
∣∣∣HkBUs H

H
k

∣∣∣ × ∣∣∣H(Us)H(Us)H
∣∣∣∣∣∣HkHH

k

∣∣∣ .

(19)

Instituting (19) into (18), and because
∣∣∣H(Us)H(Us)H

∣∣∣ is
constant with respect to selecting an ith user, the user se-
lection problem is simplified as below.

ui = arg max
{k∈U;k�Us}

∣∣∣HkBUs H
H
k

∣∣∣2 × ∣∣∣H(Us)H(Us)H
∣∣∣∣∣∣HkHH

k

∣∣∣
= arg max
{k∈U;k�Us}

∣∣∣HkBUs H
H
k

∣∣∣2/∣∣∣HkHH
k

∣∣∣. (20)

With (20), we propose a new simplified capacity-based
user scheduling algorithm summarized as below.

Algorithm III: Proposed User Scheduling Algorithm.
1) Initially, letU = {1, 2, ..., K} andUs = {φ}.

a. For all k ∈ U, calculate
∣∣∣HkHH

k

∣∣∣ with GSO func-
tion by setting Ḃ0=INt and Ḣ=Hk (then N0 = Nk),
then let B̂k= B̃0.

b. Then select a user u1 such that
u1 = arg maxk∈U

∣∣∣HkHH
k

∣∣∣.
†Those are not the equations of SVD for H1 and H2, but just

are the equations developed from (17).
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c. Let U =U \ {u1}; Us =Us ∪ {u1}; B̄1 = B̂u1 and
Ctemp = log2

∣∣∣I + ρ
Nu1

Hu1 HH
u1

∣∣∣.
2) For i = 2 to K̂

a. Select a user ui such that
ui = arg maxk∈U

∣∣∣HkB̄i−1HH
k

∣∣∣2/∣∣∣HkHH
k

∣∣∣
b. Calculate Cui = log2

∣∣∣I + ρ

N(i)
r

Hui B̄i−1HH
ui

∣∣∣+
log2

∣∣∣I + ρ

N(i)
r

H(Us)B̂ui H(Us)H
∣∣∣, where

H(Us) = [HT
u1

HT
u2
...HT

ui−1
]T , and the current total

number of receive antennas is N(i)
r =
∑

k∈{Us, ui} Nk.
c. If Cui < Ctemp, terminate the algorithm and the

selected user set isUs.
d. Let Ctemp=Cui ,U=U \{ui} andUs=Us ∪ {ui}.
e. Set Ḃ0 = B̄i−1 and Ḣ = Hui (then N0 = Nui ) to

calculate
∣∣∣Hui B̄i−1HH

ui

∣∣∣with GSO function, then let

B̄i = B̃0.

3) Endfor: The selected user set isUs.

In step 1.a of the proposed algorithm, the BS calculates∣∣∣HkHH
k

∣∣∣ with the GSO function for each user k, and remem-
bers the determinants and the projection matrices which will
be used in steps 1.b, 1.c, 2.a and 2.b. In step 1.b, the BS
selects the first user, u1, that has the largest

∣∣∣HkHH
k

∣∣∣. In
step 1.c, the capacity of the MIMO channel of user u1 with
equal power allocation for the subchannels is calculated and
stored, where Nui is the receive antenna number of user ui.

In step 2, the “For” loops, the BS selects the second to
the K̂th users, where in step 2.a, the BS selects the ith user,
ui, as (20), and the determinant,

∣∣∣HkB̄i−1HH
k

∣∣∣, can be cal-
culated with normal determinant or Gaussian elimination,
depending on the computation complexity.

In step 2.b, the simplified BD capacity was calculated
considering the SNR and equal power allocation for each
subchannel, where N(i)

r is temporarily the total number of
receive antennas of the selected users and the ui in the ith
loop. When Cui is smaller than Ctemp, it is considered that
the capacity will not increase with the increasing of simul-
taneous receiving users; the algorithm is terminated and the
selected user set is Us. Otherwise, the BS remembers Cui

and selects ui.
Finally, the B̄i is updated with the GSO function, con-

sidering the channel matrix of the new selected user. In
this algorithm, the most complex calculation, step 2.b, is
done only once per loop with the projection matrices B̄i−1

and B̂ui obtained at the previous loop and in step 1.a, which
keeps the calculation complexity low. With step 2.c, the BS
decides the appropriate number of simultaneous receiving
users, and the calculation effort furthermore decreases.

5. Proportionally Fair User Scheduling

Scheduling algorithms based on throughput maximization
may result in some users denied service due to bad channel
conditions. PF scheduling provides fairness among users,
and still maintains the multiuser diversity gain [6]. PF and

other classes of scheduling algorithms can generally be de-
scribed through the weighted sum rate maximization re-
quirement [7],

Us = arg max
Ul⊂U

∑
k∈Ul

μk(t)Rk(t), (21)

where μk(t) = 1/R̄k(t) is the priority weight and Rk(t) is the
supported rate of the kth user during the tth scheduling time
slot. R̄k(t) is the average rate that is achieved by user k up to
time slot (t − 1), which is updated as in [7].

R̄k(t + 1) =

⎧⎪⎪⎨⎪⎪⎩δR̄k(t) + (1 − δ)Rk(t), k ∈ Us

δR̄k(t), k � Us
(22)

where δ = 1 − (1/Tc) is the forgetting factor, that means
the algorithm keeps tracking the average throughput of each
user in a past window of length Tc.

5.1 Simplified User Scheduling Algorithms with PF

The rate-based scheduling metric (Metric 1) and the norm-
based scheduling metric (Metric 2) were proposed in [5];
and we briefly introduce the algorithms here.

Metric 1: In step 1.a of Algorithm II, the first user is
selected such that

u1 = arg max
k∈U
μ1,k(t) log2

∣∣∣∣∣I + ρNt
HkHH

k

∣∣∣∣∣. (23)

And in step 2.d, the ith user is selected such that

ui = arg max
k∈Ui

μ1,k(t) log2

∣∣∣∣∣I + ρNt
HkP⊥i HH

k

∣∣∣∣∣. (24)

In (23) and (24), the priority weight μ1,k(t) = 1/R̄k(t) is the
inverse of the average rate, where R̄k(t) is updated as in (22),
and the supported rate is calculated as below, after comple-
tion of selecting user set.

Rk(t) = log2

∣∣∣∣∣I + 1

σ2
n

HkMkQkMH
k HH

k

∣∣∣∣∣, (25)

where Qk is the input covariance matrix of user k as defined
in (7).

Metric 2: In step 1.a of Algorithm II, the first user is
selected such that

u1 = arg max
k∈U
μ2,k(t)

∥∥∥Hk

∥∥∥2. (26)

And in step 2.d, the ith user is selected such that

ui = arg max
k∈Ui

μ2,k(t)
(∥∥∥HkP⊥i

∥∥∥2+∥∥∥H(Us)P⊥k
∥∥∥2). (27)

In (26) and (27), the priority weight μ2,k(t)=1/R̄′k(t), and the
average rate R̄′k(t), which is the average of the changed rate
of user k calculated with norm operation without consider-
ing SNR, is updated as below.

R̄′k(t) =

⎧⎪⎪⎨⎪⎪⎩δR̄′k(t)+(1−δ)∥∥∥HkMkQ
1
2
k

∥∥∥2, k ∈ Us

δR̄′k(t), k � Us

(28)



CHANG and ARAKI: SIMPLIFIED USER SCHEDULING FOR MU MIMO SYSTEMS WITH BD
2843

5.2 Proposed User Scheduling Algorithm with PF

In this paper, we also propose a PF scheme for our simplified
user scheduling algorithm. In step 1.a of Algorithm III, the
first user is selected such that

u1 = arg max
k∈U
μ3,k(t) log2

∣∣∣HkHH
k

∣∣∣. (29)

And in step 2.a, the ith user is selected such that

ui = arg max
k∈U
μ3,k(t) log2

∣∣∣HkB̄i−1HH
k

∣∣∣2∣∣∣HkHH
k

∣∣∣ . (30)

In (29) and (30), the priority weight μ3,k(t) = 1/R̄k(t), where
Rk(t) is as that defined in (25). The average rate R̄k(t) is also
updated as in (22).

6. Simulation Results

In this section, we show the simulation results of the sum
rate capacity of the user scheduling algorithms without PF
or with PF, where WF is considered for power control of the
subchannels of the selected users in the sum rate capacity
calculation. And we also show the calculation complexity of
each algorithm. The simulation parameters are set as shown
in Table 1, where fd, T f and Tc only affect the results of
algorithms with PF. The absolute of the three parameters
have no specific meaning, but they are designed such that
1 � fdT f to ensure the channels are block fading over time
period T f . In the case of 1 � fdT f , when fd increases, the
result of the algorithm with PF gets close to that of the same
algorithm without PF, and vice versa.

6.1 Sum Rate Capacity

In Fig. 1, we show the sum rate capacity results of the user
scheduling algorithms over different average SNRs, where
Capacity-Based denotes the result of Algorithm I; Simpli-
fied Norm-Based denotes the result of Algorithm II; and
Proposed Algorithm denotes the result of Algorithm III. It
can be seen that the results of the proposed algorithm are
larger than that of the norm-based algorithm. On the other
hand, when SNR is large (20 dB), the result of the proposed
algorithm is really close to the capacity-based algorithm.
When SNR is small (0 dB) and the total number of users is

Table 1 Simulation parameters.

Parameter Value or Setting
No. of Tx antennas, Nt 8
Total no. of users, K 10, 15, 20, 30, 40, 60, 80
No. of Rx antennas per user, Nk 2
Max. simultaneous users no., K̂ 4
Channel model I.i.d Rayleigh channel
Max. Doppler frequency, fd 67 Hz
Time period per time slot, T f 0.5 ms
Width of sliding window, Tc 100 time slots

large, the difference between capacity-based and proposed
algorithm becomes larger; but when the total number of
users is small, the difference becomes smaller for the effect
of step 2.c in Algorithm III.

Fig. 1 Sum rate capacity vs. total number of users.



2844
IEICE TRANS. COMMUN., VOL.E94–B, NO.10 OCTOBER 2011

Table 2 Average number of selected simultaneous receiving users in
each user selection when average SNR is 0 dB.

K 10 15 20 30 40 60 80
Algo. I 2.07 2.09 2.12 2.18 2.23 2.38 2.41
Algo. II 4.00 4.00 4.00 4.00 4.00 4.00 4.00
Algo. III 2.52 2.48 2.50 2.70 2.77 2.87 2.92

To explain this phenomenon, we show the average
number of selected simultaneous receiving users in each
user selection for the algorithms in Table 2, where “Algo.”
stands for Algorithm. When SNR is low, both Algorithm I
and Algorithm II may not select up to K̂ number of users,
because of the step 2.c in Algorithm I and Algorithm II, re-
spectively. The results show, when the total user number K
is small the average numbers of selected users of Algo. I
and Algo. II are close to two, that increases the probabil-
ity of that the algorithms select the same set of users, so the
algorithms have close sum rate capacity results.

In Fig. 2, we show the sum rate capacity results of the
user scheduling algorithms over different SNRs considering
the PF, where “Capacity-Based (w/o PF)” denotes the result
of Algorithm I without PF; “Algorithm II (w/Metric 1)” de-
notes the result of Algorithm II with Metric 1; “Algorithm II
(w/Metric 2)” denotes the result of Algorithm II with Metric
2; and “Proposed Algorithm (w/PF)” denotes the result of
Algorithm III with considering PF. It can be seen that the
results of the PF scheduling algorithms decrease remark-
ably than that in Fig. 1 due to the PF criteria. But the re-
sults of the proposed algorithm are still higher than that of
the norm-based algorithm with Metric 2; and when SNR is
large, the result of the proposed algorithm is also closer to
the capacity-based algorithm. The performances of Algo-
rithm II (w/Metric 1) and the proposed algorithm are similar
to each other when SNR is higher, because they are both
simplified capacity-based (or rate-based) algorithms, where
we ignore the effect of SNR in the user selection in the pro-
posed algorithm.

For comparing the fairness of the algorithms, we cal-
culate the average and variance of latency, the time between
current selection and next selection of each user, for differ-
ent algorithms. The results are shown in Table 3, in where
the unit of the average and variance of latency are in time
slot (T f ) and squared time slot (T 2

f ), respectively. Because
the number of selected user of Algorithm I or the proposed
algorithm is smaller than that of Algorithm II, when SNR is
lower, the averages of latency of them become larger than
Algorithm II. The variance of latency of Algorithm I, that
without PF, is larger than that of Algorithm II or the pro-
posed algorithm. The variance of latency of our algorithm
is close to that of Algorithm II (Metric 1 or Metric 2) when
SNR is low; but it is much smaller than that of Algorithm
II (Metric 1) and similar to that of Algorithm II (Metric 2)
when SNR is high. From the viewpoint of the variance of la-
tency, the proposed algorithm is almost as fair as Algorithm
II (Metric 2) and fairer than Algorithm II (Metric 1).

In the capacity results, we can see that the proposed

Fig. 2 Sum rate capacity (with PF) vs. total number of users.

algorithm provides higher sum rate capacity than Simpli-
fied norm-based algorithm; and when SNR is high, it pro-
vides performance similar to that of Capacity-based algo-
rithm which is very complex; and we will discuss the com-
plexity further in next section. With the PF criterion, the
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Table 3 Average and variance of latency of each user, when total number
of users is 40.

(a)Average SNR is 0 dB.

Algorithms I (w/o PF) II (Metric 1) II (Metric 2) III (w/PF)

Average 12.92 9.98 9.98 13.23
Variance 673.53 154.77 137.48 169.38

(b)Average SNR is 10 dB.

Algorithms I (w/o PF) II (Metric 1) II (Metric 2) III (w/PF)

Average 12.12 9.98 9.98 10.07
Variance 688.72 211.33 105.84 105.05

(c)Average SNR is 20 dB.

Algorithms I (w/o PF) II (Metric 1) II (Metric 2) III (w/PF)

Average 9.96 9.98 9.98 9.99
Variance 369.05 212.24 94.61 100.44

Table 4 Complexity of some matrix operations.

Matrix operation Complexity
A1A2 mnl
‖A1‖2 mn
|A3 | (m3 − m)/3

SVD(A1) 4m2n + 8mn2 + 9n3

GSO(A1) 2mn2 + 2mn − n2 + m − 1
∗Where A1 ∈ Cm×n, A2 ∈ Cn×l and A3 ∈ Cm×m.

proposed algorithm provides performance similar to that of
Algorithm II (w/Metric 1) when SNR is higher, but when
SNR is low, it provides better performance than it; and the
proposed algorithm is fairer than Algorithm II (w/Metric 1)
when SNR is higher, and almost as fair as it when SNR is
low. The proposed algorithm provides fairness similar to
that of Algorithm II (w/Metric 2), but has higher sum rate
capacity than Algorithm II (w/Metric 2).

6.2 Complexity Analysis

In this section we estimate the complexity of calculation
with counting the number of complex multiplication oper-
ations. Table 4 shows the complexity of some matrix opera-
tions. The complexity of determinant is estimated when us-
ing Gaussian elimination. In [8], the complexity of SVD is
estimated in flop count, but here we treat all the flop counts
as complex multiplications for simplification. Finally, the
process of GSO is as shown in GSO function in Sect. 4.1,
when the inputs Ḣ = A1 (then N0 = m) and Ḃ0 = I.

In Table 5, we show the increasing order of the com-
plexity of BD and the user scheduling algorithms, when the
number of receive antenna of each user is N0, where N0 �
Nt and the total number of users is K, where K � K̂ > 1.
The order of BD is calculated with counting the number of
SVDs, and the order of that of Algorithm I is calculated with
counting the number of BD capacity calculation. As we con-
sider the situation K � 1, the steps that executed for all or
almost all the unselected users determine the complexity of
the algorithms. The detail of the complexity of Algorithm II
and III is discussed as below.

In step 1.a of Algorithm II, the complexity of the norm

Table 5 Complexity of the algorithms.

Algorithm Complexity
BD O(K̂N3

t )
Algorithm I O(K̂2KN3

t )
Algorithm II O(K̂2KN0N2

t )
Algorithm III O(K̂KN0N2

t )

In an N0 × Nt MU-MIMO system, where the BS selects
K̂ users from the K users; N0 � Nt and K � K̂ > 1.

operation is N0Nt; in step 2.b of Algorithm II, the complex-
ity is N0N2

t +2N0Nt+N2
t including one matrix multiplica-

tion and 3 norm operations; and in step 2.d of the ith loop,
the complexity is i(N0N2

t +N0Nt) that including two matrix
multiplication and two norm operations, where the size of
Hk and H(Us) are N0×Nt and [(i − 1)N0]×Nt, respectively.
As step 2.b reduces the number of candidates, step 2.d is
not executed for all the unselected users; then the upper
bound of the complexity of Algorithm II is approximated
to 0.5K̂2KN0N2

t +1.5K̂KN0N2
t , for K� K̂ and Nt�N0.

In step 1.a of Algorithm III, the complexity of the GSO
is 2N0N2

t + 2N0Nt − N2
t + N0 − 1; and in step 2.a of Algo-

rithm III, the complexity of the determinant |HkB̄i−1HH
k | is

N0N2
t +N2

0 Nt +N3
0/3−N0/3+ 2 including the matrix multi-

plication operations, except |HkHH
k | that has been calculated

at step 1.a. As step 2.c terminates the function when the ca-
pacity is considered does not increase, the total selected user
number may be smaller than K̂; then the upper bound of the
complexity of Algorithm III is approximately (K̂+1)KN0N2

t ,
also for K� K̂ and Nt�N0.

When PF is taken into account, the complexity of Al-
gorithm II with Metric 2 and Algorithm III with PF is al-
most no different with that of the original algorithms. How-
ever, with Metric 1, the step 1.a in Algorithm II selects
the first user with (23), and the complexity of it becomes
N2

0 Nt+N3
0/3+N2

0 −N0/3+1; and the complexity of step 2.d
becomes N0N2

t + N2
0 Nt + N3

0/3 + N2
0 − N0/3 + 1 for select-

ing the ith user with (24), where we ignore the complexity
of the logarithm operations. Then the upper bound of the
complexity of Algorithm II with Metric 1 is approximately
2(K̂−1)KN0N2

t , for K� K̂ and Nt�N0, too.
In Fig. 3, we show the process time of the algorithms

through simulation. The simulation parameters are also
shown in Table 1 with average SNR is 20 dB, and both the
projection matrices in Algorithm II and Algorithm III are
calculated with GSO. The process time is normalized with
the process time of the simplified norm-based user schedul-
ing algorithm (Algorithm II) when the total number of users
is 10. From the results, the process time of Algorithm I
(Capacity-Based) soon diverges as the number of users in-
creases, and the process time of Algorithm III (Proposed Al-
gorithm) is almost half of that of Algorithm II. We also show
the normalized process time of Algorithm II with Metric 1
(Algorithm II (Metric 1)) that is drawn between Capacity-
Based and Proposed Algorithm. Obviously, the proposed
algorithm has the lowest complexity of computation.
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Fig. 3 Normalized process time vs. total number of users.

7. Conclusion

In this paper, we proposed a simplified capacity-based user
scheduling algorithm, by analysing the capacity-based user
selection criterion. We found a new criterion that is sim-
plified by using the properties of GSO. Taking fairness into
account, we also considered the PF in the proposed algo-
rithms. Simulation results showed that the proposed algo-
rithm provided higher sum rate capacity than the simpli-
fied norm-based algorithm; and when SNR was high, it pro-
vided performance similar to that of the capacity-based al-
gorithm. Fairness of the users was also taken into account.
With the PF criterion, the proposed algorithm provided bet-
ter performance (sum rate capacity or fairness of the users)
than the conventional algorithms. Simulation results also
showed that the proposed algorithm had lower complexity of
computation than the conventional algorithms. In the future
work, we will consider systems with unequal SNR users,
which is closer to the practical systems.
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