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Localizing Sensors from Their Responses to Targets

Shigeo SHIODA†a), Member

SUMMARY The spatial relations between sensors placed for target de-
tection can be inferred from the responses of individual sensors to the target
objects. Motivated by this fact, this paper proposes a method for estimating
the location of sensors by using their responses to target objects. The key
idea of the proposal is that when two or more sensors simultaneously detect
an object, the distances between these sensors are assumed to be equal to a
constant called the basic range. Thus, new pieces of proximity information
are obtained whenever an object passes over the area in which the sensors
are deployed. This information is then be aggregated and transformed into a
two dimensional map of sensors by solving a nonlinear optimization prob-
lem, where the value of the basic range is estimated together. Simulation
experiments verify that the proposed algorithm yields accurate estimates of
the locations of sensors.
key words: sensor, localization, range free, target detection, optimization

1. Introduction

Recent progress in electronics and micromechanics has led
to the creation of small sensors that have a built-in battery
and the capability for wireless communication. Such sen-
sors present us with great opportunities for a wide range of
applications, including tracking, emergency response, or en-
vironmental monitoring. Even if the individual sensors do
not provide much data, substantial information can be ob-
tained if a large number of sensors are deployed.

In most cases, the data collected by a sensor is only
meaningful in conjunction with knowledge of the location
of that sensor. The location of a sensor is also important
for the geographical routing or topology control of sensor
networks. For these reasons, accurate and low-cost sensor
localization has been a key technical challenge in wireless
sensor networks [1].

This paper focuses on the localization of sensors placed
for target detection. Spatial relations between these sensors
can be inferred from the responses of the individual sen-
sors to a target object. For example, if two sensors simul-
taneously detect an object, they are likely to be located in
close proximity to each other. Inspired by this observation,
this paper proposes a method for estimating sensor locations
based on the detection of objects by individual sensors. The
proposed method assumes that when two or more sensors si-
multaneously detect an object, the distances between these
sensors are equal to a constant, called the basic range. Thus,
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in the proposed method, new pieces of proximity informa-
tion are obtained whenever an object passes over the area
in which the sensors are deployed. This information can
then be aggregated and transformed into a two-dimensional
map of sensors. This transformation is achieved by solving
a nonlinear optimization problem, where the value of the
basic range is estimated together.

The proposed localization technique is range free; sen-
sors do not need to be able to detect the distances to neigh-
bor sensors, but only to detect a target object when it is in
their proximity. Note that the location of the object does
not need to be known. The proposed algorithms work even
if the locations of the sensors are unknown at first. A map
of the locations of the sensors is then gradually built up as
a number of objects pass over the area in which the sen-
sors are deployed. Simulation experiments verified that the
proposed simple algorithm can yield surprisingly accurate
estimates of the absolute locations of sensors.

This manuscript is organized as follows: Sect. 2 is an
overview of the literature on sensor localization. Section 3
explains the key idea of the proposal, formulates it as a non-
linear optimization problem, and presents an efficient solu-
tion. Section 4 numerically evaluates the effectiveness of the
proposal using a simple simulation experiment. Finally, we
present our conclusions in Sect. 5.

2. Related Work

Existing studies on localization can be classified as either
range based or range free. In range-based methods, sensors
at unknown locations determine the distances to special sen-
sor nodes, usually called anchors, whose exact locations are
known, based on the signal strength or time of arrival; they
then use trilateration, triangulation, or maximum-likelihood
estimation to determine their locations themselves. Sensors
in unknown locations can cooperatively determine their lo-
cations by sharing their estimated locations. This leads to
a new paradigm for localization, called cooperative local-
ization, and a number of studies have been published. The
simplest implementation of this is a centralized algorithm,
in which a central processor gathers the distance measure-
ments from the sensors and determines the locations of all
the sensors by solving some global optimization problem
[2]–[5]. Centralized algorithms are usually not scalable, so
most of the algorithms for cooperative localization are dis-
tributed [6]–[10] (see also [1] and the references therein).

Range-free methods rely only on the locations of the
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anchor nodes; they do not use the distance to these nodes. In
the centroid algorithm [11], anchors are placed in a way that
their regions of coverage overlap, and they transmit periodic
beacon signals to provide their positions to the neighboring
sensors. Each sensor localizes itself in relation to the cen-
troid of the anchor nodes. In the DV-HOP algorithm [12],
each anchor floods the network by sending packets that con-
tain its physical location. Each recipient of a packet knows
how many hops are required to reach the corresponding an-
chor node and its physical location; this information is used
to estimate the position of the sensor.

The proposal of this paper is range free in the sense
that sensors do not need to have functions for ranging. How-
ever, it also has a flavor of range-base approaches because
the pair-wise distances between sensors estimated from their
responses to targets is used for localization. This paper is
an extended version of our conference paper [13], which
focuses on obtaining relative sensor-location map; the pro-
posal of this paper allows us to have the absolute sensor-
location map as well as the relative map.

3. Locating Sensors by Detecting Objects

3.1 Proximity Estimation Between Sensors

Consider a two-dimensional field in which N sensors are de-
ployed. LetAi be the sensing area of the ith sensor. Sensing
areaAi is assumed to be time invariant. The i-th sensor de-
tects a target object at time t if and only if Ai ∩ Ot � ∅,
where Ot is the area occupied by the object at time t.

The distance between sensors i and j is denoted by di j.
At the beginning, it is assumed that di j = ∞ for all i– j pairs.
At regular time intervals, each sensor investigates if it de-
tects some target; the result is sent to the central server via a
low-bit-rate but long-range wireless link†. If sensors i and j
detect a target object at the same instant, the server assumes
that di j = d, where d is a parameter called the basic range.
Figure 1 shows an example of proximity estimation by the
proposed algorithm. Each sensor has a sensing area shaped
as the sector of a circle. An object with a rectangle shape
moves from left to right. Sensors 1 and 2 detect the target
when the object is at location 1; sensors 5 and 6 then detect
the target when the object arrives at location 2. Lastly, sen-
sors 8 and 9 detect the target when the object is located at
location 3. Based on these results, the server recognizes that
d12 = d56 = d89 = d.

The estimated distances should have errors. In fact, in
Fig. 1, d12 is not equal to d56 or d89. The errors in the es-
timated distances between sensors, however, would balance
against each other; an estimate of the distance between some
sensor pairs is smaller than the true one, while an estimate
of the distance between other sensor pairs is larger than the
true one. The errors in estimated distances between differ-
ent sensor pairs would be more well-balanced as the number

†Some proposals, such as a wide area ubiquitous network [14],
aim at supporting such communication capability.

Fig. 1 Distance estimation based on the detection of a rectangle-shaped
object by individual sensors.

of sensors increases. As a result, the proposed localization
algorithm provides more accurate estimates of sensor loca-
tions as the number of sensors (sensor densities) increases,
as shown in Sect. 4. In general, the cooperative localization
is not so sensitive against errors in distance measurements
[15].

Remark 1. This paper assumes that sensors do not have a
function for identifying each of objects when multiple ob-
jects exist in the sensor-deployment field, and thus only one
object is allowed to exist in the field. In a typical application,
we let only one object move about in the field for sensor lo-
calization after sensor deployment. Note that if sensors have
an ability to identify objects, the proposed algorithm can
be applied to cases where multiple objects exist. Also note
that objects can be identified when locations of sensors are
roughly known even if each sensor does not have an ability
of object identification; when multiple objects exist, sensors
detecting objects are partitioned into several clusters, and
each cluster is composed of sensors detecting each object
[16]. Thus, once sensors are roughly localized, we can lo-
calize sensors more accurately using the proposed algorithm
based on the responses of sensors to objects.

3.2 Formulation and Solution of Relative Sensor Localiza-
tion

A central server first creates a map of the relative sensor lo-
cations based on the distance matrix D = {di j}. Let si and ŝi,
respectively, denote the location of sensor i and its estimate.
Without loss of generality, the location of the 1st sensor is
assumed to be at the origin of the coordinate system; that is,
s1 = 0. The server estimates the locations of the sensors by
solving the following nonlinear optimization problem:

(ŝ2, . . . , ŝN) = arg min
(x2,...,xN )

ε(x2, . . . , xN), (1)

where

ε(x2, . . . , xN)
def
=

N∑
i=1

∑
j�i;di j<∞

(|xi − x j| − di j)
2, (2)
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and x1 = 0. The right-hand side of (1) is a typical opti-
mization problem, frequently appearing in the field of graph
drawing, and this can be efficiently solved by a method
called stress majorization [17]. We will briefly explain this,
as follows. We define

g(x2, . . . , xN , y2, . . . , yN)

def
=

N∑
i=1

∑
j�i;di j<∞

{
|xi−x j|2+(di j)

2−2(xi−x j)(yi−y j)
di j

|yi−y j|
}
.

The function g(x2, . . . , xN , y2, . . . , yN) has the following
property:

ε (x2, . . . , xN) = g(x2, . . . , xN , x2, . . . , xN)

≤ g(x2, . . . , xN , y2, . . . , yN). (3)

The solution obtained by stress majorization is recursive.
Assume that we have obtained estimates at the nth recursive
step (ŝ(n)

2 , . . . , ŝ
(n)
N ). The estimates at the (n + 1)th recursive

step (ŝ(n+1)
2 , . . . , ŝ(n+1)

N ) are then the (x2, . . . , xN) that min-
imize g(x2, . . . , xN , ŝ

(n)
2 , . . . , ŝ

(n)
N ); thus, (ŝ(n+1)

2 , . . . , ŝ(n+1)
N )

should satisfy⎡⎢⎢⎢⎢⎢⎣∂g(x2, . . . , xN , ŝ
(n)
2 , . . . , ŝ

(n)
N )

∂xi

⎤⎥⎥⎥⎥⎥⎦
(x2,...,xN )=(ŝ(n+1)

2 ,...,ŝ(n+1)
N )

= 2
∑

j�i;di j<∞

⎧⎪⎪⎨⎪⎪⎩(ŝ(n+1)
i − ŝ(n+1)

j )−(ŝ(n)
i − ŝ(n)

j )
di j

|ŝ(n)
i − ŝ(n)

j |

⎫⎪⎪⎬⎪⎪⎭
= 0, (4)

where ŝ(n)
1 = ŝ(n+1)

1 = 0. It follows from (4) that

ci ŝ
(n+1)
i −

N∑
j=1; j�i

ci j ŝ
(n+1)
j

= ŝ(n)
i

N∑
j�i;di j<∞

di j

|ŝ(n)
i − ŝ(n)

j |
−

N∑
j�i;di j<∞

di j ŝ
(n)
j

|ŝ(n)
i − ŝ(n)

j |
,

where

ci =

N∑
j=1; j�i

ci j, ci j
def
=

⎧⎪⎪⎨⎪⎪⎩1, di j < ∞
0. otherwise

The above equation is transformed into the following recur-
sive formula:

(ŝ(n+1)
2x , . . . , ŝ

(n+1)
Nx )T = A−1(β(n)

2x , . . . , β
(n)
Nx)

T ,

(ŝ(n+1)
2y , . . . , ŝ

(n+1)
Ny )T = A−1(β(n)

2y , . . . , β
(n)
Ny)

T , (5)

where

β(n)
i = ŝ(n)

i

N∑
j=1;di j=d

di j

|ŝ(n)
i − ŝ(n)

j |
−

N∑
j=1;di j=d

di j ŝ
(n)
j

|ŝ(n)
i − ŝ(n)

j |
,

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c2 −c23 . . . −c2N

−c32 c3 . . . −c3N
...

...
. . .

...
−cN2 −cN3 . . . cN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠︸������������������������������︷︷������������������������������︸
N−1

.

In (5), the x- and y-coordinates of ŝ(n+1)
i are ŝ(n+1)

ix and ŝ(n+1)
iy ,

and those of β(l)
i are β(l)

ix and β(l)
iy . Appendix shows that A has

its inverse. It follows from the definition of {ŝ(n)
i } and (3)

that

ε
(
ŝ(n)

2 , . . . , ŝ
(n)
N

)
= g

(
ŝ(n)

2 , . . . , ŝ
(n)
N , ŝ

(n)
2 , . . . , ŝ

(n)
N

)
≥ g

(
ŝ(n+1)

2 , . . . , ŝ(n+1)
N , ŝ(n)

2 , . . . , ŝ
(n)
N

)
≥ g

(
ŝ(n+1)

2 , . . . , ŝ(n+1)
N , ŝ(n+1)

2 , . . . , ŝ(n+1)
N

)
= ε

(
ŝ(n+1)

2 , . . . , ŝ(n+1)
N

)
.

Thus, repeated substitution via (5) constantly decreases the
objective function, and it should converge to the point at
which it is (locally) minimized.

3.3 Avoidance of Dependence on Initial Solutions

Stress majorization (and other descent methods) requires a
set of initial estimates of the sensor locations, (ŝ(1)

2 , . . . , ŝ
(1)
N ),

and thus, if there are multiple local minimums, the final
solution may be dependent on the initial estimates. It was
found through experiments [15] that, in most cases, the so-
lution described in Sect. 3.2 reaches the optimal solution re-
gardless of the initial estimates, providing that all pair-wise
distances between sensors are known; in other words, all el-
ements of the distance matrix D are finite. In contrast, when
D has non-finite-value elements, different initial estimations
generally lead to objective functions that have different val-
ues.

Considering this result, this paper uses the following
two-step localization (Fig. 2), as used in [15]. In the first
step, the modified distance matrix with all finite-value ele-
ments is obtained by using the Dijkstra shortest-path algo-
rithm; if di j = ∞, di j is assumed to be equal to the length of
the shortest path between sensors i and j, which is composed
of links of finite distance. Based on the obtained modified
distance matrix, denoted by DM , the relative location map is
obtained by the method explained in Sect. 3.2. In the second
step, the obtained relative location map is used to provide
the initial estimates to obtain the final relative location map,
using the original distance matrix D. The estimation result
and the speed of convergence do not so largely depend on
the parameter of convergence criterion, ε, in Fig. 2; ε can be
chosen at very small value, say 10−8†.

3.4 Absolute Location Map from the Relative Location
Map

If there are at least three anchors, the relative location map
†The results shown in Sect. 4 are obtained when ε = 10−8.
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Fig. 2 Algorithm for obtaining the relative location map.

obtained in Sect. 3.3 can be transformed into an absolute
location map, in which absolute coordinates are assigned
to each of the sensors. This transformation is achieved by
translation, rotation, reflection, and scaling, and the algo-
rithm by Horn et al. [18] can be used. The algorithm for
the transformation is briefly explained below. Assume that,
first n nodes, labeled 1 through n, are anchors whose ex-
act locations are known, and the rest N − n sensors, labeled
n + 1 through N, are ordinary sensors whose locations are
unknown. The estimated location of sensor i when the basic
range is equal to d, ŝi(d), is written in the following form:

ŝi(d) = sa + d(ŝi(1) − ŝa),

where sa is the centroid of real locations of anchors, and ŝa

is the centroid of estimated locations of anchors:

sa =
1
n

n∑
i=1

si, ŝa =
1
n

n∑
i=1

ŝi.

The basic range is estimated as

d =

√√
n∑

i=1

|ŝi(1) − ŝa|2/
n∑

i=1

|si − sa|2.

We then obtain the final location estimates by rotating the
location estimates (ŝ1(d), . . . , ŝN(d)) around sa (and reflect-
ing it if necessary) so as to make (ŝn+1(d), . . . , ŝN(d)) close
to (sn+1, . . . , sN) as much as possible.

Remark 2. We say that sensors i and j are connected by an
undirected link if di j < ∞. If there is a set of sensors satis-
fying the following conditions, we say that the localizability
condition is satisfied:

(1) Sensors in the set and links between these sensors com-
pose a connected graph;

(2) The set includes at least three anchors;

Fig. 3 Centroid of the sensing area shaped as the sector of a circle.

(3) Each sensor in the set has at least three connected neigh-
bors in the set.

If the localizability condition is satisfied, the locations of
sensors in the set can be estimated by the proposed algo-
rithm.

3.5 Bias Correction for Directional Sensing Area

The location estimate of a sensor obtained in the previous
section does not give its real location, but the centroid of its
sensing area. The location of a sensor is not usually equal to
the centroid of its sensing area when the shape of the sens-
ing area is directional (anisotropic), and thus the location
estimate should have a bias. Fortunately, the bias can be
removed if the shape and the direction of the sensing area
are known. For example, if the sensing area of a sensor is
shaped as the sector of a circle with radius r, central angle θ,
and directional angle φ as shown in Fig. 3, then x and y coor-
dinates of centroid of the sensing area, xcentroid and ycentroid,
are given below

xcentroid =
2r
3θ

(sin(φ + θ/2) − sin(φ − θ/2)),

ycentroid =
2r
3θ

(cos(φ − θ/2) − cos(φ + θ/2)).

Thus, if θ, φ†, and r are known, the bias can be removed.

4. Simulation Experiments

4.1 Experiment 1

4.1.1 Simulation Conditions

In the first experiment, sensors are randomly deployed with
a density of 0.25, 0.5, or 1 [1/m2] in a square region whose
side is 20 m (Fig. 4). Each sensor has a sensing area shaped
as the sector of a circle whose central angle θ is 2π, π/2,
π/10, or π/40 (Fig. 5). The direction of the sensing area of
each sensor is randomly given. The sensors have the com-
mon sensing range r; the simulation is conducted when r

†Directional angle can be known if the sensor has an instru-
ment indicating its direction, like compass.
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Fig. 4 Region where sensors are deployed.

Fig. 5 Sensing area shape.

Fig. 6 Trajectory of the object.

is 2 m, 3 m, 4 m, or 5 m. An anchor node is placed at each
corner of the region (that is, n = 4), as shown in Fig. 4.

A disk-shaped target object moves on the region with
the velocity of 1 m/s along the trajectory shown in Fig. 6.
Every 2 second, each sensor determines if it can detect the
target object. Based on the responses of the sensors to the
moving objects, the proposed algorithm is used to estimate
the absolute locations of the sensors. Simulation experi-
ments are conducted with ten different patterns of sensor
placement.

4.1.2 Results

Figure 7 (θ = 2π), Fig. 8 (θ = π/2), Fig. 9 (θ = π/10), and

Fig. 7 Average localization er-
ror: object radius = 1 m, θ = 2π.

Fig. 8 Average localization er-
ror: object radius = 1 m, θ = π/2.

Fig. 9 Average localization er-
ror: object radius= 1 m, θ = π/10.

Fig. 10 Average localization er-
ror: object radius= 1 m, θ = π/40.

Fig. 10 (θ = π/40) show the average localization error for
different sensor densities and sensing ranges when the ob-
ject radius is 1 m. The average localization error is defined
below.

average localization error =
1

N − 4

N∑
i=5

|ŝi − si|,

where nodes labeled 5 through N are ordinary sensors
placed at unknown locations. (Nodes labeled 1 through 4
are anchor nodes respectively placed at each corner of the
region.) Note that both figures show the results averaged
over the ten different patterns of sensor placement. When
sensor density is 0.25 [1/m2], sensing range is less than 5 m,
and the central angle of a sensing area is π/10 or less, the
localizability condition (see Remark 2 in Sect. 4) is not met
and the localization cannot be carried out. The results of
such cases are not shown in the figures (see Figs. 9 and 10).

The figures indicate that the estimation error becomes
smaller as the sensor density increases. This finding is con-
sistent with the characteristics of general range-based sensor
localization [15]. The amount of information (distances be-
tween sensors) used for localization roughly increases with
N2 (N is the number of sensors), while the number of param-
eters (coordinates of sensors) to be known increases with N.
Thus, in general, the localization error decreases the sensor
density increases.

The figures also show that the estimation error is mini-
mized when the sensing range is 3 m or 4 m. Small sensing
range is suitable for locating sensors at a fine granularity,
while large sensing range is suitable for collecting the prox-
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Fig. 11 Average localization er-
ror: object radius= 2 m, θ = 2π.

Fig. 12 Average localization er-
ror: object radius= 2 m, θ = π/2.

Fig. 13 Average localization er-
ror: object radius= 2 m, θ = π/10.

Fig. 14 Average localization er-
ror: object radius= 2 m, θ = π/40.

imity information between sensors. Thus, the best sensing
range would exist, depending on the sensor density and the
object size. The dependence of localization accuracy on the
sensing range is not so significant when the sensor density
is sufficiently large.

The central angle θ significantly affects the localization
accuracy. When θ = 2π, the sensing area has an omni-
directional shape (disk shape) and the localization is the
most accurate. As θ decreases, the localization error in-
creases. This is simply because the amount of collected
proximity information between sensors decreases as θ de-
creases. The bias due to the anisotropy of the sensing
area also increases as θ decreases, which would deterio-
rate the accuracy of localization even if the bias due to the
anisotropy of the sensing area can be removed as explained
in Sect. 3.5.

Figure 11 (θ = 2π), Fig. 12 (θ = π/2), Fig. 13 (θ =
π/10), and Fig. 14 (θ = π/40) show the average localization
error when the object radius is 2 m. The results of local-
ization when the object radius is 2 m are much more accu-
rate than those when the object radius is 1 m. This is be-
cause more proximity information between sensors can be
obtained as the object size is larger. Using large object is
not, however, suitable for locating sensors at a fine granu-
larity, and thus increasing the size of object does not always
increase the localization accuracy.

To see the applicability to more practical cases, the re-
sults when the object radius is 0.4 m are shown in Fig. 15
(θ = 2π), Fig. 16 (θ = π/2), and Fig. 17 (θ = π/10). The re-
sults shown in these figures are somewhat worse than those

Fig. 15 Average localization er-
ror: object radius= 0.4 m, θ = 2π.

Fig. 16 Average localization er-
ror: object radius= 0.4 m, θ = π/2.

Fig. 17 Average localization error: object radius= 0.4 m, θ = π/10.

Fig. 18 Estimated and true sen-
sor locations: object radius = 1 m.

Fig. 19 Estimated and true sen-
sor locations: object radius = 2 m.

when the object radius is 1 m. One serious problem is that
the localizability condition is hardly satisfied when the tar-
get object and the sensing area are both small. This is be-
cause, in such cases, the probability that two or more sen-
sors detect the target at the same instant is very small. In
fact, when θ = 1/40 and the object radius is 0.4 m, the lo-
calizability condition is not met at all in the simulation ex-
periments and thus the figure of the case when θ = 1/40 is
not shown in the paper. If the sensing area is disk-shaped,
however, the proposed algorithm works well even when the
target object is small.

For references, the estimated and true locations of sen-
sors are compared in Fig. 18 (object radius = 1 m) and
Fig. 19 (object radius = 2 m), where sensors are deployed
with a density of 0.5 [1/m2] and the central angle of the sens-
ing area is π/10. Both figures show that the estimated loca-
tions are consistent with the true locations.
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Fig. 20 Trajectory of the object.

4.2 Experiment 2

4.2.1 Simulation Conditions

To see the dependence of the localization accuracy on the
trajectory of the object, another set of simulation experi-
ments is carried out in the following condition: several disk-
shaped objects traverse the region along straight lines one
by one (Fig. 20). The straight-line trajectory of each object
is randomly chosen: the distance from the center of region
to the trajectory, d (0 ≤ d ≤ 10

√
2), and the angle with x

axis, δ (0 ≤ δ < 2π), are randomly chosen to determine the
trajectory of each object. The conditions of sensor deploy-
ments are the same as with those of experiments explained
in Sect. 4.1.1†. The shape of sensing area is the sector of
a circle whose central angle θ is 2π or π/10, and the sens-
ing range is 4 m. The disk-shaped objects have the common
radius, which is equal to 1 m or 2 m.

4.2.2 Results

Figure 21 shows how the average localization error de-
creases as the number of objects traversing the region in-
creases when the central angle of the sensing area is π/10.
When the number of objects is less than 12, the localizability
condition is not met and thus the localization is not possible.
After localizability condition is met, the average localization
error gradually decreases as the number of objects increases,
and it approaches the result when the object moves along
the trajectory shown in Fig. 6. Figure 22 shows the results
of the cases where the central angle of the sensing area is
2π. There is a rapid drop of the average localization error
when the number of objects traversing the region is around
10. After the drop, the localization error still continues to
decrease and approaches the result when the object moves

†Only one deployment pattern of sensors is used to get results
in Experiment 2.

Fig. 21 Transition of localiza-
tion error: θ = π/10, r = 4 m.

Fig. 22 Transition of localiza-
tion error: θ = 2π, r = 4 m.

along the trajectory shown in Fig. 6. In summary, it is the
most essential whether the trajectories of objects cover the
field to satisfy the localizability condition, and the trajectory
itself does not have so large impact on the performance once
the localizability condition is satisfied.

5. Conclusion

This paper proposes a simple method for estimating sen-
sor locations based on their responses to moving objects.
The proposed algorithm relies only on information about the
proximity between the sensors, but the preliminary simula-
tion results indicate that this simple algorithm would have
a high potential for accurate sensor localization. The influ-
ence of the sensor density, sensing area size, and the target
object size on the accuracy of the localization needs to be
theoretically investigated, which remains as a future work.
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Appendix: Existence of A−1

Define

B
def
= I − 1

ρ
A, ρ

def
= max{c2, . . . , cm},

where I is the identity matrix. Observe that for all i

∑
j

bi j = 1 +
1
ρ

N∑
j=2; j�i

ci j − ci

ρ

≤ 1
ci

N∑
j=2; j�i

ci j − ρ − ci

ρ

≤ 1
ci

N∑
j=1; j�i

ci j = 1,

where bi j is the i j-element of matrix B. In particular, if ci1 =

1 (di1 < ∞), then∑
j

bi j < 1.

That is, each row sums of B is less than or equal to 1, and
at least one of row sums is less than 1. Such a matrix is
called strictly sub-stochastic, and it is known that its Perron-
Frobenius eigenvalue is less than 1. If A does not have its
inverse, there exists a non-zero vector denoted by x satisfy-
ing

xA = 0.

Thus, we obtain

xB = x
(
I − 1
ρ

A

)
= x.

However, this contradicts the fact that Perron-Frobenius
eigenvalue of B is less than 1. Thus, A should have its in-
verse.
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