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SUMMARY This paper presents a low-power small-area-overhead
physical random number generator utilizing SAR ADC embedded in sen-
sor SoCs. An unpredictable random bit sequence is produced by an ex-
isting comparator in typical SAR ADCs, which results in little area over-
head. Unlike the other comparator-based physical random number gener-
ator, this proposed technique does not require an offset calibration scheme
since SAR binary search algorithm automatically converges the two input
voltages of the comparator to balance the differential circuit pair. Although
the randomness slightly depends on an quantization error due to sharing
AD conversion scheme, the input signal distribution enhances the quality
of random number bit sequence which can use for various security coun-
termeasures such as masking techniques. Fabricated in 180 nm CMOS,
1 Mb/s random bit generator achieves high efficiency of 0.72 pJ/bit with
only 400 µm2 area overhead, which occupies less than 0.5% of SAR ADC,
while remaining 10-bit AD conversion function.
key words: hardware security, physical random number, random masking,
SAR ADC

1. Introduction

With the rapid spread of IoT devices, an important physi-
cal information acquired at the sensor node is exposed to
the risk of leakage and tampering by malicious attackers.
Implementing a secure encryption circuit on sensor SoCs
is the most effective solution, however, side-channel attack
(SCA) reveals the cryptographic key by analyzing power
supply nodes [1]. So far, various countermeasure techniques
against SCA have been reported. Figure 1 shows the three
major techniques to protect sensor data in IoT devices. The
first technique is logic masking which randomizes the en-
cryption process by adding random number to the input, and
later subtracting it from the output [2]. The second one is
secure power converter (DC-DC) technique [3], [4]. It dis-
rupts the correlation between the power supply noise wave-
form and cryptographic key by switching PWM frequency
of DC-DC converters. The third one is for analog infor-
mation security from side-channel attack via analog compo-
nents such as analog-to-digital converter (ADC). It is newly
emerged security hole [5], [6], however, the random analog
masking technique can protects the information leakage [5].
These all techniques require a random number bit sequence.
This paper especially focuses on random bit generation used
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Fig. 1 Security implementation for IoT nodes.

in [5].
There are various types of random number generators

(RNG). Pseudo RNG using linear feedback shift register
is the simplest approach, however, it can be predicted and
reproduced from outside by attackers. Thus, physical ran-
dom generator (P-RNG) is indispensable for strong secure
implementation, since it potentially create an unpredictable
random numbers by extracting entropy from physical phe-
nomena [7]–[11]. A comparator-based P-RNG with noise
amplification technique was proposed in [10]. Though it
can produce a high quality random number sequence with
low power, highly accurate calibration for comparator off-
set is needed, which causes circuit complexity and opera-
tion interruption due to the calibration period. A chaotic-
map RNG based on sub-ranging ADC is reported in [11].
This approach requires post-digital processing to realize
chaotic randomness, thus, the layout area for RNG be-
comes enlarged. These techniques can produce a true ran-
dom number passing all NIST statistical random test [12],
however, they sacrifice unignorable layout area. Unlike an
encryption-used random number which must guarantee a
true-randomness, masking techniques do not always require
true random numbers. They only need un-reproducible
and high-entropy random numbers for data protection from
SCA. Thus, it is more important to make the RNG area as
small as possible for silicon cost savings, rather than satisfy-
ing true randomness, especially in the sensor SoCs for IoT
applications.

In this paper, an area-efficient P-RNG sharing succes-
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Fig. 2 Concept of the proposed P-RNG.

sive approximation register (SAR) ADC is proposed. It gen-
erates random numbers according to the comparator thermal
noise after conversion process of SAR ADC. Since SAR bi-
nary search operation converges the comparator input volt-
age to the mean of the noise distribution, the comparator
generates random bit without offset calibration. Further-
more, the proposed P-RNG only utilizes a part of the com-
monly used SAR ADC which is already embedded in the
sensor SoC. Thus, the area overhead for realizing P-RNG
is significantly small. The proposed P-RNG prototype chip
was implemented in 180 nm CMOS and successfully gen-
erates random bit sequence. The efficiency of the P-RNG
achieves 0.72 pJ/bit with small area overhead of 400 µm2

which is less than 0.5% of total SAR ADC area.
The rest of the paper is organized as follows. Sec-

tion 2 will introduce an overall architecture of the proposed
P-RNG based on SAR ADC. A simulation study for de-
tailed analysis on the P-RNG behavior will be described in
Sect. 3. Section 4 presents a circuit implementation includ-
ing comparator design. The measurement results of the pro-
posed P-RNG with a 180 nm CMOS prototype chip will be
demonstrated in Sect. 5. Finally, Sect. 6 gives the conclu-
sion.

2. Overall Architecture

2.1 Architectural Concept of P-RNG for IoT Sensor SoC

Figure 2 shows a system concept of the proposed P-RNG.
In the conventional approach [7]–[10], the dedicated circuits
for generating random number RN are implemented, which
causes an increase in the silicon area. Moreover, the con-
ventional P-RNGs require some noise amplifying circuits to
ensure the randomness. On the other hand, the proposed P-
RNG reuses some circuit parts of SAR ADC which already
exists in widely used sensor SoC. This approach has two ad-
vantages. Firstly, the area overhead is extremely small. The
P-RNG can output random numbers only by adding a small
circuit to typical SAR ADC configuration. The ADC also
operates normal digitizing process during random number
generation with a slight increase of power consumption and
conversion period. The other advantage is to use an input
signal distribution. Since the input of the ADC is unknown
sensor signal with random noise distribution, pre-processing

Fig. 3 Physical random number generator based on SAR ADC.

Fig. 4 Random bit generation scheme with binary search operation in
SAR ADC.

circuit like noise amplification is not required. Thus, com-
bining the comparator thermal noise, sampling noise and in-
put signal distribution, the highly randomized bit sequence
can be created.

2.2 P-RNG Architecture Based on SAR ADC

Figure 3 shows the overall architecture of the proposed
P-RNG based on SAR ADC. It is composed by a traditional
10-bit SAR ADC architecture including binary-weighted ca-
pacitive digital-to-analog converter (C-DAC), comparator,
sampling switch, SAR control logic and serial parallel con-
verter circuit. Top-plate sampling architecture is adopted to
eliminate sample and hold phase. The input voltage VIN is
sampled on C-DAC via the sampling switch at the edge of
CLKS controlled by the state machine in SAR logic. After
sampling the input signal, the state moves to binary search
phase as shown in Fig. 4. The output voltage of C-DAC,
VDAC, is generated by charge redistribution technique by
charging or discharging the bottom plate of the C-DAC from
reference voltage VH and VL, according to the decision of
the comparator COUT . By comparing the VDAC and common
voltage VCM from MSB to LSB, the input voltage is quan-
tized to 10-bit digital data DOUT . After finishing the LSB
decision, the VDAC is intentionally moved to be very close
to VCM by using 0.5 C capacitance which is added to the
C-DAC. In the result, the two input voltages of the com-
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Fig. 5 Convergence procedure with comparator offset.

parator are almost the same voltage after LSB judgement
as shown in Fig. 4. Thus, one more comparison at the ad-
ditional phase leads to metastable output from the compara-
tor. This metastable output RN follows the comparator noise
distribution derived from the resistive thermal noise, which
results in physically random number generation.

The proposed P-RNG scheme can effectively generate
random numbers even with comparator offset error. The
comparator offset is caused by mismatches of differential
pairs in pre-amplifier and latch circuits. The conventional
comparator-based P-RNG technique requires offset calibra-
tion by adjusting output load of the comparator [10]. Since
high resolution alignment is needed for the calibration, addi-
tional adjustment components cause circuit complexity and
an increase in parasitic elements. The increase of output
load induces not only transient response degradation but
also noise reduction, thus another noise amplification block
has to be added. However, the binary search algorithm in
the proposed P-RNG scheme automatically converges the
VDAC to the mean of the comparator noise, VCM + VOFFSET ,
as shown in Fig. 5. Thus, the comparator outputs physical
random numbers after LSB decision and 0.5 LSB shift of
VDAC without any offset calibration.

3. Simulation Study

Figure 6 shows the simulation model of the proposed
P-RNG. Single-ended model is considered for simplicity,
however, it can be also applied to differential structure as the
same approach. The random numbers are generated by uti-
lizing metastability of comparator due to the thermal noise.
In this model, the comparator noise VN CMP is injected to
the comparison target node as an input referred noise. SAR
ADC operation is represented as AD and DA conversion,
and the C-DAC output voltage VDAC after final compari-
son for LSB decision is expressed by subtracting quantized
value from the input value. This indicates the quantization
error of SAR ADC, and causes the comparator input volt-
age shift from the mean value of the VN CMP distribution.
Thus, the quality of randomness are degraded by the quanti-
zation error. Sampling noise VN SMP, which is injected at the
sampling phase and its value is calculated as kT/C where C
is total sampling capacitance, can randomize the quantiza-
tion error. However the mean of the input voltage distri-

Fig. 6 Simulation model of the proposed P-RNG.

Fig. 7 Simulated mean value of RN versus quantization error of ADC.

bution VCM IN averagely remains as the quantization error
since the sampling noise is normally distributed. To sup-
press the quantization error, increasing a resolution of ADC
is one solution. Thus, the 0.5 C capacitor is added to the
C-DAC in the proposed P-RNG. Figure 7 shows the sim-
ulation results of averaging of random number RN whose
values are “1” or “0”. When the VCM IN is 0, which means
no quantization error, the occurrence probability of “1” is
approximately 50%, resulting in high quality randomness.
However, a large quantization error caused by the coarse
SAR ADC without 0.5 C capacitance induces a large dif-
ference from ideal occurrence of 50% as shown in dot line
of the figures. By increasing the ADC resolution with 0.5 C
capacitance and reducing the quantization error, the mean
value errors of random numbers can be suppressed as shown
in the solid line of the figure. This simulation results also
show the effect of a randomness improvement depending
on the amount of comparator noise. Too small compara-
tor noise of σ = 0.2 LSB is slightly worse than typically
used noise value of σ = 0.3 LSB in terms of randomness
as shown by the gray line in Fig. 7. This is because the
wide range of noise distribution can cover the shift of com-
parator input voltage. However, too large comparator noise
more than 0.3 LSB reduces a signal to noise ratio (SNR) and
degrades the performance of ADC. In this work, the SNR
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Fig. 8 Simulated mean value and entropy with input signal distribution.

of SAR ADC decreases by about 1.5 dB as the comparator
noise rises from 0.2 LSB to 0.3 LSB.

To enhance the quality of randomness, input signal dis-
tribution can be used in the proposed SAR ADC-shared
P-RNG architecture. Since the ADC digitizes an applica-
tion specific signal, the input voltage is randomly varies. In
the simulation model, the noise with normal or uniform dis-
tribution VN IN is injected to the input signal as shown in
Fig. 6. The noise randomizes the mean value of input signal
VCM IN , thus, the randomness dependency on the quantiza-
tion error is drastically reduced. In the result, the occurrence
probability of random bit “1” and “0” is almost 50% over
the entire range of quantization noise as shown in the sim-
ulation results of Fig. 8. This simulation results is a case of
P-RNG model with 0.5 C capacitance, 0.3 LSB comparator
noise and normally distributed input noise. The randomness
is evaluated using entropy value defined as follows,

H(X) = −
N∑

i=1

Pi log Pi (1)

where P1 and P2 are the probabilities of occurrence of “1”
and “0”, respectively, in random number sequence X. The
P-RNG model achieves high entropy with nearly equal to 1
as shown in Fig. 8, which indicates a high-quality random-
ness passing some sub-tests of NIST true random test.

4. Circuit Implementation

The proposed P-RNG is assumed to be embedded in SAR
ADC for sensor front-end. Thus, the target specifications are
10-bit 1 MS/s, which are not so high performance and can
be applied to various sensor applications. Since the P-RNG
works on IoT nodes with limited power source and space,
silicon area and power consumption of P-RNG should be
suppressed. To save ADC power consumption, split-type
capacitor technique is employed to save switching energy
of C-DAC [13]. SAR control logic is composed of synchro-
nized architecture for slow speed and low power operation.
Clock signal with a frequency of 12 MHz is externally input
to SAR control logic and generates 1 MHz sampling timing
clock CLKS and comparison clock CLKC for 10-bit quanti-
zation and random number generation.

Fig. 9 Circuit schematic of comparator.

Fig. 10 Simulated waveform of comparator input voltage.

The circuit schematic of comparator is depicted in
Fig. 9. To realize low power operation with no contin-
uous current, double-tail latch type comparator is em-
ployed [14], [15]. Since the randomness of the proposed
P-RNG is not influenced by comparator offset, additional
adjustment circuits to align the balance of differential pair
and offset calibration sequence are not needed. If the ADC
offset error affects some system errors, it can be calibrated
after conversion in digital domain. In general SAR ADC,
comparator kickback does not cause much problem since
the voltage variation of comparator input node is limited
owing to a large input capacitance and sufficient settling
time. However, considering that the comparator is shared
for random number generation, the signal-dependent kick-
back error should be suppressed to avoid quality degrada-
tion of randomness. Thus, two cascade switch transistors
are inserted between input transistors and latch enabling
pass for kickback reduction [16]. It suppresses the voltage
variation at drain node of the input transistors, which re-
sults in the reduction of the voltage shift on the compara-
tor input node as shown in Fig. 10. This technique unfor-
tunately increases thermal noise of comparator due to addi-
tional switches. However, as described in Sect. 3, compara-
tor thermal noise contributes to enhance the quality of ran-
domness, and 0.3 LSB of noise sigma is an optimal value.
In a low speed and medium resolution sensor frontend SAR
ADC, comparator circuit can be easily designed with low
noise because of slow speed operation as shown in black line
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Fig. 11 Simulated noise value of the comparator.

Fig. 12 Simulated entropy with non-linear error of SAR ADC.

of Fig. 11. Then, the cascade switch transistors for kickback
reduction can be applied to such comparators and the noise
distribution is increased from 0.26 LSB to 0.3 LSB as shown
in blue line of Fig. 11.

Non-linear error of SAR ADC due to C-DAC mismatch
as well as comparator kickback should be suppressed to
generate high quality random numbers. Figure 12 shows
the simulated entropy values with non-linear error of SAR
ADC. C-DAC mismatch causes SAR binary search error,
resulting in degradation of INL/DNL. It also induces the
convergent voltage VDAC after LSB decision to be outside of
the comparator noise distribution range, which is equivalent
to an increase of quantization error. Thus, the randomness
of the P-RNG output is degraded by non-linearity of SAR
ADC as shown in the simulation result of Fig. 12.

5. Measurement Results

The test chip of the P-RNG based on SAR ADC was fab-
ricated in 180 nm digital CMOS process. Figure 13 shows
the chip microphotograph. The C-DAC is formed by MIM
capacitance. To enhance the quality of randomness of the
P-RNG, only 0.5 C capacitors and associate digital circuits
are added to the 10-bit 1 MS/s SAR ADC. The total area
overhead is only 400 µm2 which is approximately 0.5% of
total SAR ADC area.

Figure 14 shows the measured waveforms of random

Fig. 13 Die photo.

Fig. 14 Measured waveforms of P-RNG and ADC output.

Table 1 NIST test result.

number of the P-RNG output when SAR ADC normally dig-
itizes sine wave analog input signal. The proposed P-RNG
can generate 1/0 random numbers of almost equal occur-
rence probability with no calibration for comparator offset.

The randomness of the P-RNG output was evaluated
by using NIST 800-22 test [12]. Table 1 shows all subtest
results with 1M samples of the P-RNG output. In general,
a subtest is passed when the P-value is more than 0.01, and
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Fig. 15 Measured entropy versus supply voltage variation with input
signal.

if all subtest are passed, the random numbers is certified as
a true random number which can be used for encryption.
However, the proposed P-RNG failed some subtests. This
is because the random distribution is partially distracted by
non-linear quantization error due to C-DAC mismatch and
the other external non-ideality factors such as power supply
noise. Thus, this P-RNG does not generate “true” random
numbers, but high quality random numbers passing 9/15 of
NIST tests, which is enough for secure random masking.

Figure 15 shows the measured entropy versus supply
voltage variation. The supply voltage is 1.8 V in typical
condition and assumed to +/− 10% voltage variation. Four
chips are measured to evaluate whether the randomness is
maintained against chip variation. The entropy values were
measured with 1M samples while giving 1 Vpp 27 kHz sinu-
soid signal and DC voltage to the input of SAR ADC. When
applying DC voltage, the randomness is determined by com-
parator noise and kT/C noise. These values are defined at
the circuit design strategy. In this work, comparator noise
and sampling capacitor values are 0.3 LSB and 2 pF, respec-
tively. The entropy values at DC input are slightly lower
than the case of sinusoid input but still high enough. Thus,
the random number can be used for masking even when the
slow signal is input to the IoT sensor node such as tempera-
ture and humidity. By giving the sinusoid signal to the ADC,
input distribution enhances the randomness, which leads to
achieve high entropy values with nearly equal to 1 during
the supply voltage range and across the multiple-chip.

Figure 16 shows the FFT spectrum of the SAR ADC
at the sampling frequency of 1 MHz. The ADC success-
fully achieves 54.4 dB SNDR at 30 kHz input signal. The
measured INL and DNL are within +/− 1.2 LSB and +/−
0.6 LSB, respectively, as shown in Fig. 17. These results in-
dicate the proposed P-RNG architecture shared with SAR
ADC can achieve both high quality random number gener-
ation and AD conversion function. Figure 18 shows power
consumption breakdown of the SAR ADC and the P-RNG.
Total power consumption of SAR ADC including compara-

Fig. 16 Measured FFT spectrum of SAR ADC.

Fig. 17 Measured INL and DNL.

Fig. 18 Power consumption.

tor and digital control logic is 43.2 µW. The reference volt-
age for SAR ADC is isolated from analog power supply
voltage and consumes 20.4 µW. The power consumption of
the P-RNG is only 0.72 µW including one more comparison,
C-DAC operation after LSB decision and associated digital
circuit operation.

Table 2 shows the performance summary and compar-
ison. The chaotic-map random generator [11] and this work
generate both random numbers and AD conversion data si-
multaneously, then, most circuit components can be shared
among RNG and ADC. Thus, in the area section of these
technique, only area overhead for RNG is displayed in Ta-
ble 2. The other techniques [8]–[10] require the dedicated
area for generating random numbers. From the compari-
son table, the proposed P-RNG shows the smallest area of
400 µm2. Moreover it requires no calibration scheme for
comparator offset which might cause complex control. Al-
though the proposed P-RNG is a little bit insufficient to the
true randomness, it can generate high entropy random num-
bers which is valid for secure masking technique.
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Table 2 Performance comparison.

6. Conclusion

In this paper, an area-efficient P-RNG is proposed. As an
entropy source, comparator metastability is used to real-
ize unrepeatable randomness. The comparator is shared
with SAR ADC which already exists in analog frontend
circuit of sensor SoCs. Thus the required circuits for P-
RNG is only to enhance the quality of randomness, resulting
in quite small area overhead. Owing to the binary search
scheme of SAR ADC, offset calibration-free comparator-
based P-RNG is realized. Simulation study reveals optimal
noise source in SAR ADC and random number generation
mechanism utilizing signal distribution. The comparator is
designed for both signal-dependent kickback error reduction
and appropriate noise distribution. The prototype P-RNG
implemented in 180 nm CMOS demonstrates random num-
ber generation while operating 1 MS/s 10 bit ADC function.
The power consumption of the P-RNG is 0.72 µW which
is good energy efficiency of 0.72 pJ/bit. Though the pro-
posed P-RNG is less than true random number quality, high
entropy randomness is achieved across 10% supply voltage
variation with ultra small layout area overhead of 400 µm2.
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