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SUMMARY In this paper, we briefly review the concept of supercon-
ducting quantum computers and discuss their hardware architecture. We
also describe the necessary technologies for the development of a medium-
scale quantum computer with more than tens of thousands of quantum bits.
key words: superconducting quantum computers, quantum information
processing

1. Introduction

In the recent years, the development of quantum computers
has been accelerated. In parallel with the research in univer-
sities, the enormous efforts in industry such as in Google,
IBM and Intel have dramatically increased the number of
integrated quantum bits (qubits). It is anticipated to realize
quantum computers exceeding a few hundred qubits in sev-
eral years. As of June 2018, Google has realized quantum
computers up to 22 qubits [1] and demonstrated its operation
with the lowest error rate of 1% per gate in their 9-qubits de-
vice [2]. IBM has also realized quantum computers up to 20
qubits; those up to 16 qubits are open to the world through
a free cloud service, and the 20-qubit one is for commercial
use [3].

While those prototype quantum computers are high-
lighted in daily news articles, it may require some time
to realize a fully fault-tolerant quantum computer. In
this paper, we briefly review the basic operation princi-
ple of a qubit, and introduce a hardware architecture of
superconducting quantum computers and its implementa-
tion. Furthermore, we discuss the technologies required
for medium-scale quantum computers which provide several
error-tolerant “logical” qubits with more than ten thousands
of physical qubits and with the error rate below 0.1% [4].

2. Quantum Bits and Gates

Bits in conventional computers take binary values of 0 or 1.
A bit is represented, in a DRAM device for example, with
a level of voltage caused by the presence or absence of mil-
lions of electrons on a capacitor. Figure 1 (a) illustrates the
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Fig. 1 Representations of a bit and a quantum bit. (a) When a conven-
tional bit is represented by a voltage value, threshold values are used for
binarization of the state, and the logical “0” or “1” is assigned. It is robust
against noise in the voltage. (b) A quantum bit is binarized by observation.
In the Bloch sphere representation, the binary values determined by the
measurement are associated with the north and south poles of the sphere.
The xy-coordinates of the sphere represent the coherence of the quantum
states, i.e., a superposition state of logical “0” and “1”. The quantum me-
chanical state before the measurement is expressed by a point on the sphere.

representation of a bit. The voltage is conditioned above or
below thresholds to express logical 0 or 1. Due to the pres-
ence of the thresholds, the logical bit values are inherently
robust against noise.

Quantum bits are the information units in quantum
computers. Information of a qubit is carried by a physi-
cal system having two relevant and selectively accessible
energy eigenstates as the qubit basis states. The exam-
ples include a spin 1/2, a tunnel-coupled double quantum
dots with a single electron, a superconducting island (loop)
capturing and releasing a Cooper pair (magnetic flux quan-
tum) [5], and a vacuum and a single boson state of a collec-
tive excitation mode. Quantum mechanics allows not only
the individual eigenstates but also the superposition of the
two states. A useful representation of a qubit is shown in
Fig. 1 (b). Similar to the conventional bits, qubits also take
a definite binary values of 0 or 1, but only after a mea-
surement operation for extracting the result. We assign the
state after the measurement to the north or south pole of the
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sphere depending on the binarized outcome and express it
as |0〉 or |1〉 using a ket vector. A pure state of the qubit
is represented by a point on the surface. For example, a
superposition state (1/

√
2)(|0〉 + exp(iφ)|1〉) is represented

by a point on the equator. States with different superposi-
tion phases φ are distinguished by the longitudinal differ-
ence. These states give binary values with the equal prob-
abilities of 50% after a measurement. More generally, the
state

√
p|0〉 + √1 − p exp(iφ)|1〉 gives a probability of p of

finding logical 0 after a measurement. When the qubit is dis-
turbed by the noise from the surrounding environment, the
state becomes a mixed state. A mixed state is represented
by a point inside the sphere in Fig. 1 (b). The latitude still
corresponds to the probability of the logical outcomes after
a measurement.

A conventional logic gate is a circuit that outputs the
resultant logical value as a voltage (Fig. 2). The circuit is
strongly nonlinear with respect to the input signals and is
robust against the noise in the inputs. In quantum com-
putation, in contrast, although the final outcomes are bi-
narized by measurements, superposition states need to be
maintained during the computation. The inputs and outputs
of quantum logic gates are quantum states. As shown in
Fig. 1 (b), a quantum state refers to one point on the sphere,
which is parametrized by analog values that require infinite
precision. In addition to added errors to the output due to
the finite precision of quantum gates, input errors propagate
to the output. Since quantum mechanics requires quantum
gates to have linear input-output relations, it is not possible
for quantum gates to possess error resilience as in conven-
tional logic gates.

In quantum mechanics, observation gives strong non-
linearity to the input-output relation of quantum states be-
cause the measurement collapses the wavefunction and
projects it either on the north or south pole on the sphere
representing the quantum state. Quantum error correction is
a scheme that extracts temporal and spatial information of
the errors occurring in a group of qubits as a set of binary
values obtained by measurements while maintaining the su-
perposition states necessary for quantum computation [4].
Through the measurements, the analog errors are discretized

Fig. 2 Conventional and quantum logic gates. (a) Conventional gates
have thresholds inside, i.e., output voltages are binarized with respect to
the thresholds, so that the noise (marked with stars) does not affect the
logical output. In other words, it is a circuit which has strong nonlinearity
in input-output relation. (b) Quantum gates are analog circuits in which the
input and output are linearly related in the unitary operations. The noise at
the input directly influences the output.

into digital errors. Thus, the application of a finite number
of quantum gates is sufficient for the error correction.

3. Superconducting Qubits

Superconducting qubits were initially demonstrated using
the degree of freedom of a single Cooper-pair charge con-
fined in a superconducting electrode [6]. Thereafter, qubits
using different degrees of freedom, such as the magnetic flux
in a superconducting loop and the superconducting phase
between a Josephson junction, have been developed [5]. Su-
perconducting qubits called “transmons” [7], which evolved
from charge qubits, are widely used today because of their
relatively good coherence properties.

Figure 3 (a) depicts a typical single-qubit supercon-
ducting device as an example. The transmon qubit here con-
sists of two concentric electrodes bridged by a Josephson
junction. The state of the qubit is controlled through a coax-
ial microwave line from the backside of the substrate. The
coplanar waveguide resonator coupled to the qubit is used
to readout the state of the qubit.

Figure 3 (b) shows the corresponding equivalent circuit
of the device. The capacitor Cq composed of the concentric
circular electrodes and the Josephson junction form a non-
linear LC resonator since the junction can be approximated
as a nonlinear inductance Lq. The resonance frequency of

Fig. 3 (a) Schematic illustration of a qubit design. (b) Corresponding
equivalent circuit. The device is fabricated on a silicon substrate and con-
sists of a qubit and a readout resonator in a single unit. Here we employ
a qubit with concentric electrodes and with a single Josephson junction
(marked with a cross) and control it from the backside of the substrate
through the capacitor Cd to allow the scalability. The outer electrode is
used for coupling to a readout resonator and other qubits. Each qubit is
coupled to the readout resonator via the capacitor Cqr, and the qubit state
is mapped, as described in Sect. 4, to the carrier phase of a readout pulse
which is introduced through the capacitor Cc. Two arrows in the equivalent
circuit indicate electrodes for capacitive coupling to other qubits.
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the LC resonator is designed to be around 4–8 GHz, and the
capacitance Cq is about 50 fF. Whereas the nonlinear LC
resonator has a nearly harmonic potential, a frequency dif-
ference arises, in the quantized energy states, between the
transition frequency of the ground state and the first excited
state and that of the first and second excited states. Such
a frequency difference allows selective controls of only the
ground state and the first excited state as an effective two-
level system, i.e., a qubit.

There are a few different approaches for transmon-
qubit implementation in planar circuits. Qubits are usually
surrounded by the superconducting ground electrodes. In
Google’s design [2], one electrode of the transmon qubit is
grounded (Cg’ → ∞). On the other hand, in the designs used
by IBM [8] and Delft University of Technology [9], both of
the electrodes are floated with respect to the ground, and
the two capacitances are equal, i.e., Cg = Cg’. There is an-
other approach using concentric circular electrodes without
ground plane on chip, where their sample package serves
as a ground [10], [11]. We employ asymmetric ground cou-
pling capacitors Cg � Cg’ to the on-chip ground electrodes
(Fig. 3 (a)) in order to suppress crosstalk between qubits.
Crosstalk currents from neighboring electrodes when driv-
ing the adjacent qubit can flow into the ground electrode
via the capacitor Cg, so that the crosstalk voltage between
the qubit electrodes reduces. In other words, the outer ring
shields the inside of the qubit.

4. Basic Operations in Superconducting Quantum
Computers

Figure 4 shows a block diagram of a superconducting quan-
tum computer. Similar diagrams have also been reported in
refs [12], [13]. Basic operations of superconducting quan-
tum computers are comprised of four parts, i.e., initializa-
tion, control, measurement and post signal processing in a

Fig. 4 Schematic diagram of a superconducting quantum computer. The
integrated qubits are cooled down close to the absolute zero temperature
using a dilution refrigerator and placed in a magnetic shield to eliminate
the effect of magnetic-field fluctuations. Analog microwave modulators
and demodulators from 4–12 GHz are used to implement quantum gates
and measurements. Decoding of the quantum error correction code, that
is, estimation and correction of the errors, is performed by conventional
computers or dedicated circuits. Quantum algorithms and applications of
interest are loaded into the conventional computers.

conventional computer. Superconducting qubits are initial-
ized in a refrigerator, controlled by the waveform genera-
tors and microwave modulators, which implement quantum
gates and measurement operation, and readout by the mi-
crowave demodulators (Fig. 4). The readout signal is fur-
ther post processed by the conventional computers to im-
plement quantum error correction protocol, or user applica-
tions. Here, we detail former three parts of the operations.

(1) Initialization

An integrated qubit unit is designed to be controllable with
microwave pulses with the carrier frequencies of 5–10 GHz.
It is cooled down close to the absolute zero temperature
(∼0.01 K) using a dilution refrigerator to minimize the elec-
tromagnetic noise due to blackbody radiation at the qubit
frequency. The integrated qubit unit is a passive circuit that
does not work autonomously, and all the control and mea-
surement are performed with room temperature electronics.

(2) Control

Quantum gates are composed of a series of microwave
pulses. For ideal quantum computation, only infinitesi-
mal analog errors can be tolerated in the microwave pulses,
whereas the condition is relaxed to the error rate of ap-
proximately 0.5% under error correction protocols†. The
microwave pulses are generated by high-speed digital-to-
analog converters, which modulate microwave carrier sig-
nals. The pulses are then introduced to the integrated qubit
unit to implement quantum gates. In order to improve the
latency between the room temperature electronics and the
low temperature device and in order to reduce the number
of wiring which increases with the number of qubits, a part
of the room temperature electronics could be substituted by
single flux quantum logic circuits operated at a low temper-
ature stage [14].

(3) Measurement

Microwave pulses are also used for qubit measurement. The
measurement pulse interacts with a qubit through a mi-
crowave resonator. The carrier phase of the reflected pulse
depends on the state of the qubit; for example, the phase is
unchanged when the state of the qubit is |0〉, and the phase is
shifted by 180 degrees when the state of the qubit is |1〉. The
pulse energy for a single measurement is c.a. 6 attowatts·μs
(aW·μs), which is too weak to be detected in a single-
event measurement with a state-of-the-art cryogenic semi-
conductor amplifier with the typical noise power density of
50 aW·μs. Instead, superconducting parametric amplifiers
provide near quantum-limited amplification corresponding
to the noise power density around 3 aW·μs at 10 GHz, and
have been used to amplify tiny signals for qubit measure-
ments [15]. Broadband parametric amplifiers have also been
extensively studied for frequency-multiplexed simultaneous
readout of several qubits [16]–[18].

†The value is the error threshold required for the quantum error
correction [4]. An error rate that is sufficiently smaller than the
threshold allows efficient computation.
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5. Technological Requirements for Medium-Sized
Quantum Computers

A layered architecture of quantum computers has been pro-
posed by Jones et al. [12]. They defined layers of the archi-
tecture of an entire quantum computer. For the hardware
part, from the lowest level, they introduced the physical
layer, the virtualization layer, and the quantum error cor-
rection layer. In order to realize a scalable quantum com-
puter, the following technologies are necessary in the hard-
ware layers. The first is the technology to manufacture a
large array of qubits, and the second is the technology to
maintain the accuracy of gates in the integrated circuits. Fi-
nally, controllers and computing units at room temperature
need to be scalable as well.

Technologies for making a two-dimensional (2D) ar-
ray of qubits, which are required in most of the state-of-
the-art quantum error correction protocols, include three-
dimensional wiring, heat load control, miniaturization of
peripheral circuits [14], [16], [17], [19], and so on. For
quantum bits integrated in a 2D array, it is necessary to
wire the control and readout lines perpendicularly to the
substrate. As the quality of qubits is deteriorated by the
materials with large dielectric loss, the conventional multi-
layered wiring technology cannot be easily adapted. Cur-
rently, many groups are employing superconducting flip-
chip bonding with a vacuum gap [1], [20], [21]. In addi-
tion, superconducting through silicon vias (TSVs) to guide
signals to the backside of the substrate and silicon multi-
layered interposers for their wiring have also been demon-
strated [9], [20]. For the peripheral circuits, it is necessary
to miniaturize and integrate the currently centimeter-sized
components such as circulators used for qubit readout. In
addition, it is desirable to develop “address decoders” (such
as demultiplexers, matrix switches and so on) operating at
cryogenic temperature in order to perform space, frequency
and time multiplexing of control and readout signals. How-
ever, from the viewpoint of the accuracy discussed below,
it requires analog microwave technologies much more ad-
vanced than those commonly used in digital applications.

Technologies for maintaining accuracy in the physical
layer include improvement of the coherence, suppression of
crosstalk and spurious electromagnetic modes, high preci-
sion of control microwave pulse waveforms, and stabiliza-
tion of carrier phases. Error mitigation methods that make
errors less likely to occur are included in the virtualization
layer, and techniques for correcting errors are included in
the quantum error correction layer. In order to run an error
correction protocol on a quantum computer, it is necessary
to reduce the error rate to a value far below the threshold,
for example, 0.1% per gate or less at the stage of the virtu-
alization layer. An issue in the physical layer is to improve
the accuracy of the waveform; it is necessary to simultane-
ously reduce the impedance mismatch that can become no-
ticeable as the complexity in the circuits and packaging such
as the use of TSVs and multilayered substrates increases.

Moreover, it is necessary to suppress the deterioration of
the waveform due to nonlinearity of the active elements, the
number of which may increase with the automation of con-
trol, by employing a digital predistorter [22], [23], for ex-
ample. An example of control methods in the virtualization
layer is known as quantum optimal control [24], [25]. By
introducing such method that is robust to waveform defor-
mation, errors in the quantum gates are reduced.

6. Conclusion

We have argued that quantum computers require an error
correction mechanism during the computation by consider-
ing the difference between conventional and quantum bits.
We have also illustrated an implementation of a supercon-
ducting quantum bit and enumerated the necessary tech-
nologies for scalling-up in the near future. By acquiring
them one by one, a fault-tolerant quantum computer will be
realized.
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