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#### Abstract

SUMMARY Integer division is one of the most fundamental arithmetic operators and is ubiquitously used. However, the existing division protocols in secure multi-party computation (MPC) are inefficient and very complex, and this has been a barrier to applications of MPC such as secure machine learning. We already have some secure division protocols working in $\mathbb{Z}_{2} n$. However, these existing results have drawbacks that those protocols needed many communication rounds and needed to use bigger integers than in/output. In this paper, we improve a secure division protocol in two ways. First, we construct a new protocol using only the same size integers as in/output. Second, we build efficient constant-round building blocks used as subprotocols in the division protocol. With these two improvements, communication rounds of our division protocol are reduced to about $36 \%$ ( 87 rounds $\rightarrow 31$ rounds) for 64-bit integers in comparison with the most efficient previous one.
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## 1. Introduction

Secure multi-party computation (MPC) is a technique that enables a set of parties to compute a function jointly without revealing their own inputs to the others. MPC has been actively studied since Yao [2] first advocated it. There are several ways to realize MPC; homomorphic encryption (HE), garbled circuit (GC), fully homomorphic encryption (FHE), and secret sharing (SS). Among them, some recent research (e.g., [3], [4]) showed that SS-based MPC could achieve high-throughput and information-theoretic security. Moreover, there are also some publicly accessible implementations of SS-based MPC such as ABY [5]** and SCALEMAMBA ${ }^{* * *}$; such libraries suggest that a real-life use of SS-based MPC would now be within a practical scope. According to these advantages and recent research trends, in this paper, we focus on SS-based MPC.

There are some models in SS-based MPC, and we focus

[^0]on client-server MPC in this paper. In this model, arbitrary number of clients split their data into shares and send them to $N(\geq 2)$ computation parties (CPs). Then, CPs compute a function jointly and return outputs to the clients. Recent research results on high-speed MPC (e.g., [3], [4]) have mainly treated three-party computation. However, we focus on two-party computation in this paper since fewer hardware resources are better in practice.

There are mainly two types of network environments; local-area network (LAN) and wide-area network (WAN). In the LAN setting, since the latency is very small and the bandwidth is very high, the local computation time affects the total execution time. On the other hand, in the WAN setting, the time for not computation but communication (i.e., latency and data transfer) often occupy most of the total execution time. The computation cost of SS-based MPC is lower than GC-based or (F)HE-based ones since it does not use any heavy (public key) cryptographic tools in some models (see the end of this section for more details). On the other hand, the total latency of GC-based MPC is much smaller than the SS-based one since it requires fewer communication rounds. When we only execute secure division protocol in WAN environments, not SS-based MPC but GC-based one is suitable in most cases. However, when we securely compute some functions in practice, we usually use not only division but standard arithmetic operations (e.g., addition, multiplication). In these situations, the only usage of GC-based MPC takes longer execution time than SS-based one since it is hard to efficiently compute arithmetic operations such as addition or multiplication using (standard) GC-based MPC. Moreover, SS-based MPC can achieve information-theoretic security (as long as the correlated randomness is ideally generated), which is not achievable by GC-based approach. Therefore, we consider it is interesting to propose the tailored construction of the SS-based secure division protocol. To take advantage of SS-based and GC-based MPC, protocol mixing has been proposed (e.g., [5]), and this is undoubtedly a promising approach. However, conversions are not free. Moreover, deriving the optimal mixing is hard in general [6], [7]. For the above reasons, in this paper, we tackle the problem of how we securely and efficiently compute the arithmetic division protocol only using SS.

In this paper, we treat a secure division protocol, which is an important process for many applications. In the (non-

[^1]privacy-preserving) training of machine learning models, for example, (1) we usually normalize the data distribution to realize the fast and stable training; and (2) we compute softmax functions (in neural networks) to calculate the loss of the training iteration. In both cases, we cannot avoid calculating division. In other applications such as k-means clustering or chi-squared test, we also need to compute division. Hence, we need to execute a secure division protocol when we construct privacy-preserving machine learning or other above applications. However, secure division protocols are known to be much more massive than other fundamental secure protocols like addition, multiplication, etc. Most of the previous research results on privacy-preserving neural networks treat not training but inferences. This is (probably) because we need an extremely high cost for privacy-preserving training. We cannot doubt that one of the critical reasons for this is the inefficiency of secure arithmetic division protocols. Although there are some previous research results on secure division protocols [8]-[14], all of them are not efficient enough in practice. For example, in [12], we need 87 communication rounds to execute the secure division protocol for 64-bit integers. Moreover, we also need to expand the size of integers to 206 -bit during the computation for controlling calculation errors correctly. If we can improve the efficiency of secure division protocols, we can construct privacy-preserving applications more and make them more efficient.

### 1.1 Our Contribution

We propose an efficient division protocol via the following two approaches.

1. We propose a new construction strategy for secure division protocols. In this strategy, we need not bit size expansion in the protocol; that is, we always treat $n$ bit integers in our protocol, where $n$ is the bit length of input/output values. This is a remarkable advantage in the ease of implementation (i.e., we do not need to introduce large arithmetic numbers) as well as the practice efficiency. In fact, [15] mentioned that modular addition/multiplication become 100 times slower when we use the libraries for arbitrary-length integers (e.g., GMP, NTL). We can avoid using these libraries and keep computation fast.
2. We construct new constant-round building blocks for secure division protocols. Existing constant-round SS-based protocols (e.g., [16]-[18]) work over $\mathbb{F}_{p}$. Our proposed arithmetic overflow detection protocol Overflow is the first constant-round protocol working over $\mathbb{Z}_{2^{n}}$, which is a more natural encoding of finiteprecision integers. We can execute our Overflow with constant (in fact, only three) communication rounds.

With these two approaches, we can obtain an efficient secure division protocol. Our protocol only requires 31 communication rounds for 64 -bit integers. This is about $64 \%$ smaller $(87 \rightarrow 31)$ than the previous result [12]. We show the theo-
retical and experimental evaluation of our protocol in Sect. 5.
The technical overview of these results are as follows:

### 1.1.1 Secure Division Protocol without Bit Expansion

In the same way as the previous results [8]-[10], [12], we also start from the approach by Goldschmidt [19]. To compute the integer division $\lfloor N / D\rfloor$, the numerator $N$ and the denominator $D$ are iteratively multiplied by common factors in a way that the denominator converges to 1 so that the product at the numerator can be used as an approximated result. To implement this method, the strategy of the previous result [12] is to make the approximation as good as possible and finally add an explicitly estimated correction term to obtain the exact result. However, the requirement of highly accurate approximation caused the following two inefficiency problems; the number of iterated products has to be large, and; for a better approximation of products of $n$-bit values, intermediate values with not only $n$-bit but $2 n$ bit or even higher accuracy have to be handled (e.g., 206-bit values were needed for 64-bit inputs). To overcome these issues, the key idea of this paper is the following; even if the approximation error is not tiny and cannot be explicitly estimated, once the correct result is guaranteed to be within a reasonably small range, the correct result will be found by a kind of (securely implemented) exhaustive search over this range. Due to the unnecessity of highly accurate approximation, now the number of iterations is decreased, and a product of $n$-bit values may be computed in a less accurate but more efficient way using only $n$-bit values; we construct a protocol for the approximate multiplication. Moreover, the protocol is also extended to the multiplication of $M>2$ values. Here, as $M$ increases, the number of iterations is reduced further, while it becomes more difficult to estimate the range of the error. We determine a value of $M$ with a better trade-off and perform the (non-trivial) error estimation, then obtain a more efficient division protocol. See Sect. 3 for more details.

### 1.1.2 Constant-Round Building Blocks

We construct a constant-round secure overflow detection protocol Overflow, which is frequently used in the secure division protocol. We consider $x \in \mathbb{Z}_{2^{n}}$ and its shares $\llbracket x \rrbracket_{1}, \llbracket x \rrbracket_{2}$. Overflow detects whether $\llbracket x \rrbracket_{1}+\llbracket x \rrbracket_{2} \geq 2^{n}$ or not. In the previous results [9], [20], we need $\Theta(\log n)$ communication rounds for executing Overflow since we have to expand the arithmetic share to the binary and check the carry from a right (= smaller) side. When we come to consider the functionality of Overflow, however, it is enough to consider whether the following conditions hold or not. First, we find the leftmost carry position $C$. Second, we check the condition whether the carry in $C$ propagates to the left edge. In this strategy, we do not need to calculate carries for all bits from the right side. We construct some subprotocols for executing this strategy in practice. Our Overflow only need three communication rounds. For more details, see Sect. 4. Note that, although we can construct two-round

Overflow for 64-bit integers [20], the outputs of this protocol are not arithmetic but bit-wise shares. In many cases, we convert them to arithmetic ones for the next procedures with an additional communication round. We do not need this additional communication since our protocol directly outputs arithmetic shares. Note also that, the round-efficient Overflow in [20] is based on several multi-fan-in AND/OR gates, which results in larger computation and memory costs.

### 1.1.3 A Note on Client-Aided Model

In this paper, we adopt the client-aided model [15], [17], [20] for client-server SS-based MPC, which is a kind of trusted dealer setup model. More precisely, in this model, the clients still do not participate in the online computation phase of the protocol, while in the pre-computation phase, the clients send to the servers not only their shared inputs but also certain kinds of auxiliary information (i.e., Beaver triples) we use in the protocol. Although the clients will have to perform some more computations and communications, this model has an advantage that any complicated auxiliary information required in some advanced protocols can be easily provided (in comparison to the simple two-server case where the servers themselves have to generate it by using some additional cryptographic machinery), which yields significant decreases of the communication rounds. We note that the performance comparison (e.g., for numbers of communication rounds) in this paper is based on this model.

## 2. Preliminaries and Settings

In this section, we review basic notations and techniques on which our secure division protocol is based.

### 2.1 Notations

$x \stackrel{\mathrm{R}}{\in} A$ means $x$ is chosen from set $A$ uniformly at random. In this paper, we mainly treat $n$ bit integers. $x[i]$ for $n$ bit integer $x$ is the $i$-th least significant bit of $x$. That is, $x=\sum_{i=1}^{n} x[i] 2^{i-1}$. Also, $x[t \ldots 1]$ for $n$-bit integer $x$ means $x \bmod 2^{t}$. We use bold letter to express an array. For array $\mathbf{X}, \mathbf{X}[i]$ is the $i$-th element of $\mathbf{X}$. We treat boolean values True as 1 and False as 0 , respectively.

### 2.2 Secret Sharing

A 2-out-of-2 secret sharing over $\mathbb{Z}_{2^{n}}$ consists of two algorithms called Share and Reconst. Share has an input $x \in \mathbb{Z}_{2^{n}}$ and computes $\left(\llbracket x \rrbracket_{1}, \llbracket x \rrbracket_{2}\right)$, where $\llbracket x \rrbracket_{1} \stackrel{\mathrm{R}}{\in} \mathbb{Z}_{2^{n}}$ and $\llbracket x \rrbracket_{2}=x-\llbracket x \rrbracket_{1} \bmod 2^{n}$. Reconst has an input $\left(\llbracket x \rrbracket_{1}, \llbracket x \rrbracket_{2}\right)$ and computes $x=\llbracket x \rrbracket_{1}+\llbracket x \rrbracket_{2} \bmod 2^{n} . \llbracket x \rrbracket_{i}$ is the share of $i$-th party.

Using this secret sharing scheme, we can realize affine operations without any communications ${ }^{\dagger}$, and multiplication

[^2]with auxiliary inputs called Beaver triplet. Beaver triplet is a set of shares $(\llbracket a \rrbracket, \llbracket b \rrbracket, \llbracket c \rrbracket)$ such that $a$ and $b$ are random values not known by each party and $c$ equals $a b$. We use $\llbracket \cdot \rrbracket \times \llbracket \cdot \rrbracket$ for representing this secure multiplication.

### 2.3 Adversary Model

In this paper, we assume semi-honest adversaries. That is, even a corrupted party follows protocols precisely. The simulation-based security notion in the presence of semihonest adversaries is defined as Definition 1 [21].

Definition 1. Let $f:\left(\{0,1\}^{*}\right)^{2} \rightarrow\left(\{0,1\}^{*}\right)^{2}$ be a probabilistic 2-ary functionality and $f_{i}(\vec{x})$ denotes the $i$-th element of $f(\vec{x})$ for $\vec{x}=\left(x_{0}, x_{1}\right) \in\left(\{0,1\}^{*}\right)^{2}$ and $i \in\{0,1\}$; $f(\vec{x})=\left(f_{0}(\vec{x}), f_{1}(\vec{x})\right)$. Let $\Pi$ be a 2-party protocol to compute the functionality $f$. The view of party $P_{i}$ for $i \in\{0,1\}$ during an execution of $\Pi$ on input $\vec{x}=\left(x_{0}, x_{1}\right) \in$ $\left(\{0,1\}^{*}\right)$ where $\left|x_{0}\right|=\left|x_{1}\right|$, denoted by $V_{\text {IEW }}^{i}{ }_{i}^{\Pi}(\vec{x})$, consists of $\left(x_{i}, r_{i}, m_{i, 1}, \ldots, m_{i, t}\right)$, where $x_{i}$ represents $P_{i}$ 's input, $r_{i}$ represents its internal random coins, and $m_{i, j}$ represents the $j$-th message that $P_{i}$ has received. The output of all parties after the execution of $\Pi$ on input $\vec{x}$ is denoted as $O_{U t P u T}{ }^{\Pi}(\vec{x})$. Then for each party $P_{i}$, we say that $\Pi$ privately computes $f$ in the presence of semi-honest corrupted party $P_{i}$ if there exists a probabilistic polynomial-time algorithm $\mathcal{S}$ such that

$$
\left\{\left(\mathcal{S}\left(i, x_{i}, f_{i}(\vec{x})\right), f(\vec{x})\right)\right\} \equiv\left\{\left(\operatorname{VIEW}_{i}^{\Pi}(\vec{x}), \text { OUTPUT }^{\Pi}(\vec{x})\right)\right\}
$$

where the symbol $\equiv$ means that the two probability distributions are statistically indistinguishable.

Affine operations and multiplication treated in Sect. 2.2 are known to be semi-honest secure. Also, as described in [21], Composition Theorem for the semi-honest model holds; that is, any protocol is privately computed as long as the protocol is privately computed assuming the ideal subroutines and its actual subroutines are privately computed. For this reason, we do not discuss the security of protocols in the rest of this paper.

### 2.4 Building Blocks

Here, we introduce functionalities of protocols and summarize their communication rounds in [22]. MSNZB is an acronym of Most Significant Non Zero Bit. See [22] for more details. Note that in [22], shares of a boolean value were bit-wise shares (that is, $x=\llbracket x \rrbracket_{1} \oplus \llbracket x \rrbracket_{2}$, where $\oplus$ means exclusive OR), while these are arithmetic shares in this paper as mentioned Sect. 2.2.

- Overflow : $\llbracket y \rrbracket \leftarrow$ Overflow $(\llbracket x \rrbracket, i)$, where $y$ is the boolean value corresponding to $\left(\llbracket x \rrbracket_{1} \bmod 2^{i}\right)+$ $\left(\llbracket x \rrbracket_{2} \bmod 2^{i}\right) \stackrel{?}{\geq} 2^{i}$. It takes $1+\left\lceil\log _{2} n\right\rceil$ rounds.
- ExtractBit : $\llbracket y \rrbracket \leftarrow \operatorname{ExtractBit}(\llbracket x \rrbracket, i)$, where $y$ is equal to $x[i]$. It takes $1+\left\lceil\log _{2} n\right\rceil$ rounds.
- RightShift : $\llbracket y \rrbracket \leftarrow \operatorname{RightShift}(\llbracket x \rrbracket, i)$, where $y$ is the $i$-bit right shift of $x$. It takes $2+\left\lceil\log _{2} n\right\rceil$ rounds.
- Comparison : $\llbracket z \rrbracket \leftarrow$ Comparison $(\llbracket x \rrbracket, \llbracket y \rrbracket)$, where $z$ is the boolean value corresponding to $x \stackrel{?}{<} y$. It takes $3+\left\lceil\log _{2} n\right\rceil$ rounds.
- Equal_zero : $\llbracket y \rrbracket \leftarrow$ Equal_zero $(\llbracket x \rrbracket)$, where $y$ is the boolean value corresponding to $x \stackrel{?}{=} 0$. It takes $\left\lceil\log _{2} n\right\rceil$ rounds.
- MSNZB : $\left(\llbracket y_{1} \rrbracket, \ldots, \llbracket y_{m} \rrbracket\right) \leftarrow \operatorname{MSNZB}\left(\llbracket x_{1} \rrbracket, \ldots, \llbracket x_{m} \rrbracket\right)$ (each $x_{i}$ is equal to 0 or 1 ), where $\left(\llbracket y_{1} \rrbracket, \ldots, \llbracket y_{m} \rrbracket\right)$ satisfies the equations below:

$$
y_{i}= \begin{cases}1 & x_{i}=1, x_{j}=0(\forall j<i) \\ 0 & \text { otherwise }\end{cases}
$$

It takes $\left\lceil\log _{2} n\right\rceil$ rounds.

## 3. Construction of Division Protocol

In this section, we construct a new division protocol. Secure division takes two shares $\llbracket N \rrbracket$, $\llbracket D \rrbracket$ as inputs and returns a share of the quotient $\lfloor N / D\rfloor$. Here, we assume $D \neq 0$.

### 3.1 Goldschmidt's Method

Existing methods [8]-[10], [12] are based on Goldschmidt's division algorithm [21]. Goldschmidt's division algorithm computes a quotient by multiplying iteratively both the numerator and denominator by the same factors $Y_{i}$,

$$
\frac{N}{D}=\frac{N Y_{0} Y_{1} \cdots}{D Y_{0} Y_{1} \cdots}
$$

so that the denominator converges to 1 . In many cases, $Y_{i}$ is chosen as below:

1. $Y_{0}=2^{-d}$, where $d$ is the bit length of $D$.
2. $\varepsilon=1-Y_{0} D, Y_{i}=1+\varepsilon^{2^{i-1}}(i \geq 1)$.

In this paper, we take $Y_{i}\left(i \leq\left\lceil\log _{2} n\right\rceil\right)$ into consideration, and approximate the quotient $N / D$ by

$$
\frac{N}{D} \approx N 2^{-d}\left(1+\varepsilon+\cdots+\varepsilon^{n}\right)
$$

Technically, $Y_{1} Y_{2} \cdots Y_{\left\lceil\log _{2} n\right\rceil}$ is equal to $1+\varepsilon+\cdots+\varepsilon^{2^{\left\lceil\log _{2} n\right\rceil}-1}$, but we ignore terms after $\varepsilon^{n}$ (note that $0<\varepsilon \leq \frac{1}{2}$ ). We need to deal with decimals in this method, and we express decimals by rounded integers obtained by multiplying the decimals by $2^{n^{\prime}}$ for a certain parameter $n^{\prime}$. We express the result integer by $\hat{.}$. For example, $\hat{x}=3$ for $x=0.375$ and $n^{\prime}=3$.
[12] constructed a two-party protocol computing Goldschmidt's method (Protocol $1^{\dagger}$ ).

Here, ReciprocalGuess is a protocol which computes $2^{n^{\prime}-d}$ with the same number of communication rounds as Comparison, where $d$ is the bit length of the input $D$.

[^3]```
Protocol 1 Divide [12]
Input: \(\llbracket N \rrbracket, \llbracket D \rrbracket\), and parameters \(h_{0}=\left\lceil\log _{2}(n+2)\right\rceil-1, n^{\prime}=n+2+\)
    \(\left\lceil\log _{2}\left(3 h_{0}\right)\right\rceil, m=n+2 n^{\prime}\)
Output: \(\llbracket Q \|\), where \(Q=\left\lfloor\frac{N}{D}\right\rfloor\)
    \(\llbracket \widehat{Y}_{0} \rrbracket \leftarrow\) ReciprocalGuess \(\left(\|D\|, n^{\prime}\right)\)
    \(\llbracket N \| \leftarrow\) CastUp \(_{2^{n} \rightarrow^{2}}=(\llbracket N \|), \llbracket D \rrbracket \leftarrow\) CastUp \(_{2^{n} \rightarrow 2^{m}}(\llbracket D \|)\)
    \(\llbracket \widehat{N_{0}} \rrbracket \leftarrow \llbracket N \rrbracket \times \llbracket \widehat{Y}_{0} \rrbracket, \llbracket{\widehat{D_{0}}}_{0} \rrbracket \leftarrow \llbracket D \| \times \llbracket \widehat{Y}_{0} \rrbracket\)
    \(\llbracket \widehat{\varepsilon} \rrbracket \leftarrow \widehat{1}-\llbracket \widehat{D_{0}} \rrbracket\), where \(\widehat{1}=2^{n^{\prime}} \cdot 1\)
    \(\llbracket \widehat{Y}_{1} \rrbracket \leftarrow \widehat{1}+\widehat{\varepsilon}\)
    for \(h=1, \ldots, h_{0}\) do
        \(\llbracket \widehat{\widehat{N_{h}}} \rrbracket \leftarrow \llbracket \widehat{N_{h-1}} \rrbracket \times \llbracket \widehat{Y_{h}} \rrbracket, \llbracket \widehat{\widehat{\varepsilon^{2}}} \rrbracket \leftarrow \llbracket \widehat{\varepsilon^{2^{h-1}}} \rrbracket \times \llbracket \widehat{\varepsilon^{2^{h-1}}} \rrbracket\)
        \(\left\|\widehat{N_{h}} \rrbracket \leftarrow \operatorname{RightShift}\left(\| \widehat{\widehat{N_{h}}} \rrbracket, n^{\prime}\right),\right\| \widehat{\varepsilon^{2^{h}}} \| \leftarrow \operatorname{RightShift}\left(\left\|\widehat{\widehat{\varepsilon^{2^{h}}}}\right\|, n^{\prime}\right)\)
        \(\llbracket \widehat{Y_{h+1}} \rrbracket \leftarrow \widehat{1}+\llbracket \widehat{\varepsilon^{2^{h}}} \rrbracket\)
    end for
    \(\llbracket \Delta \rrbracket \leftarrow 2^{n^{\prime}-n} \llbracket \widehat{Y_{0}} \rrbracket \times \llbracket N \rrbracket, \llbracket \overline{\widehat{N_{h_{0}+1}}} \rrbracket \leftarrow \llbracket \widehat{N_{h_{0}}} \rrbracket \times \llbracket \widehat{ } \widehat{Y_{h_{0}+1}} \rrbracket\)
    \(\llbracket Q \rrbracket \leftarrow \operatorname{RightShift}\left(\llbracket \overline{N_{h_{0}+1}} \rrbracket+\llbracket \Delta \rrbracket, 2 n^{\prime}\right)\)
```

CastUp $p_{2^{n} \rightarrow 2^{m}}$ is a protocol which converts a share over $\mathbb{Z}_{2^{n}}$ to a share over $\mathbb{Z}_{2^{m}}$ with the same number of communication rounds as Overflow. See [12] for more details.
$[12]$ used $n^{\prime}=n+2+\left\lceil\log _{2} 3\left(\left\lceil\log _{2}(n+2)\right\rceil-1\right)\right\rceil$ as the parameter for expressing decimals, and needed to deal with larger integers whose bit length is equal to $n+2 n^{\prime}$. From now, we construct a two-party protocol computing Goldschmidt's method without bit expansion mentioned above. We let $n^{\prime}$ be equal to $n^{\dagger \dagger}$.

### 3.2 Approximate Multi-Bit Product - MultBit Protocol

We construct MultBit protocol which computes a product of decimals approximately. In [12], bit expansion was needed in calculating the product of decimals. The notable point is that RightShift was applied after the product of decimals. This is because the product of two decimals is multiplied by $2^{2 n^{\prime}}$, instead of $2^{n^{\prime}}$. Taking into consideration the fact that RightShift is applied after product, we can construct an approximate protocol without bit expansion (Protocol 2). The idea is, in the equations below, we replace $x 2^{-i}$ with RightShift( $x$ ):

$$
\begin{aligned}
x y 2^{-n} & =x 2^{-n} \sum_{i=1}^{n} y[n-i+1] 2^{n-i} \\
& =\sum_{i=1}^{n} x 2^{-i} y[n-i+1]
\end{aligned}
$$

However, rounding error in this way becomes bigger than in computing with bit expansion. This rounding error is estimated in Sect. 3.5 in detail.

### 3.3 Multi-Fan-in MultBit Protocol

Though the protocol above has two inputs, we can extend

[^4]```
Protocol 2 MultBit
Input: \(\llbracket x \rrbracket, \llbracket y \rrbracket\)
Output: \(\llbracket z \rrbracket\), where \(z \approx x y 2^{-n}\)
    for \(i \in\{1,2, \ldots, n-1\}\) do
        \(\llbracket x_{i} \rrbracket \leftarrow\) RightShift \((\llbracket x \rrbracket, i)\)
    end for
    \(\llbracket z \rrbracket \leftarrow \sum_{i=1}^{n} \llbracket x_{i} \rrbracket\) ExtractBit( \(\left.\llbracket y \rrbracket, n-i+1\right)\)
```

```
Protocol 3 M_MultBit
Input: \(\llbracket x \rrbracket, \llbracket y_{1} \rrbracket, \ldots, \llbracket y_{M-1} \rrbracket\)
Output: \(\llbracket z \rrbracket\), where \(z \approx x \prod_{i=1}^{M-1}\left(y_{i} 2^{-n}\right)\)
    for \(i \in\{1,2, \ldots, n-1\}\) do
        \(\llbracket x_{i} \rrbracket \leftarrow \operatorname{RightShift}(\llbracket x \rrbracket, i)\)
    end for
    \(\llbracket z \rrbracket \leftarrow \sum_{i=1}^{n} \sum_{i_{1}+\cdots+i_{M-1}=i} \llbracket x_{i} \rrbracket \prod_{j=1}^{M-1} \operatorname{ExtractBit}\left(\llbracket y_{j} \rrbracket, n-i_{j}+1\right)\)
```

it for multiple (more than two) inputs. That is, we use the deformation below:

$$
x y z 2^{-2 n}=\sum_{(i, j) \in\{1, \ldots, n\}^{2}} x 2^{-i-j} y[n-i+1] z[n-j+1] .
$$

Although this is the case of three inputs, we can do in the case of $M$ inputs in the same way. Using such multi-fan-in products, the number of iterations in Goldschmidt's method, hence the total communication rounds, are reduced. However, the computation cost and the communication size grow exponentially with respect to $M$. In this paper, we use $M$-fan-in MultBit ( $M \_$MultBit) for $M \leq 4$. The detail of $M_{-}$MultBit is given in Protocol 3. Also, the term $\sum_{i_{1}+\cdots i_{M-1}=i} \prod_{j=1}^{M-1} \operatorname{ExtractBit}\left(\llbracket y_{j} \rrbracket, n-i_{j}+1\right)$ can be regarded as a convolution. Therefore, we can compute this term very efficiently using Number Theoretic Transform (NTT), which is a kind of discrete Fourier transform. Note that since NTT is a linear transformation, we can locally compute it. (NTT is used in other privacy-preserving protocols (e.g., [23]).) One may think that we cannot compute NTT using shares over $\mathbb{Z}_{2^{n}}$ naively since it is a linear transformation over $\mathbb{F}_{p}$. However, since our new ExtractBit can output the shares over $\mathbb{F}_{p}$ (see Sect. 4 for more details), we can use NTT. Since we use $M_{-}$MultBit in the case of $y_{1}=y_{2}=\cdots=y_{M-1}$ in this paper, we express $M_{-} \operatorname{MultBit}(\llbracket x \rrbracket, \llbracket y \rrbracket, \ldots, \llbracket y \rrbracket)$ by $M \_\operatorname{MultBit}(\llbracket x \rrbracket, \llbracket y \rrbracket)$ for short.

### 3.4 Goldschmidt's Method Using Multi-Fan-in MultBit

Here, we construct Goldschmidt's method with $M \_$MultBit. First, we construct a protocol Power as in Protocol 4 which approximately computes the $m$-th power of the input. Recall that the output of $(j+1) \_\operatorname{MultBit}(\llbracket x \rrbracket, \llbracket y \rrbracket)$ is a share of an approximate value of $x y^{j} \cdot 2^{-(j n)}$. Hence, $\hat{\delta}_{4^{i-1} j+k}$ in step 6 of Protocol 4 is an approximate value of $\widehat{\delta}_{k} \widehat{\delta}_{4^{i-1}}^{j} \cdot 2^{-j n}$ and $\widehat{\delta}_{i}$ is an approximate value of $\widehat{\varepsilon} 2^{-(i-1) n}$ for $i=1, \ldots, m$ inductively. Second, using Power, we construct a protocol QGuess as in Protocol 5 which approximately computes Goldschmidt's method.

Roughly speaking, QGuess protocol corresponds to the

```
Protocol 4 Power
Input: \(\llbracket \tilde{\varepsilon} \rrbracket, m\)
Output: \(\left(\llbracket \widehat{\delta}_{1} \rrbracket, \ldots, \llbracket \widehat{\delta}_{m} \rrbracket\right)\), where \(\widehat{\delta}_{i} \approx(\widehat{\varepsilon})^{i} 2^{-(i-1) n}(i=1, \ldots, m)\)
    \(\llbracket \widehat{\delta}_{1} \rrbracket \leftarrow \llbracket \widetilde{\varepsilon} \rrbracket\)
    for \(i=1,2, \ldots,\left\lceil\log _{4} m\right\rceil\) do
        for \(j=1,2,3\) do
            for \(k=1,2, \ldots, 4^{i-1}\) do
                if \(4^{i-1} j+k>m\) then break
                \(\llbracket \widehat{\delta}_{4^{i-1} j_{j+k}} \rrbracket \leftarrow(j+1) \_\operatorname{MultBit}\left(\llbracket \widehat{\delta}_{k} \rrbracket, \llbracket \widehat{\delta}_{4^{i-1}} \rrbracket\right)\)
            end for
        end for
    end for
```

Protocol 5 QGuess
Input: $\llbracket N \rrbracket, \llbracket D \rrbracket$
Output: $\llbracket Q^{\prime} \rrbracket$, where $Q^{\prime} \approx\left\lfloor\frac{N}{D}\right\rfloor$
$\llbracket \widehat{D^{\prime}} \rrbracket \leftarrow$ ReciprocalGuess $(\llbracket D \rrbracket)$
$\llbracket \widehat{\varepsilon} \| \leftarrow-\llbracket \widehat{D^{\prime}} \rrbracket \times \llbracket D \rrbracket$
$\left(\llbracket \widehat{\delta_{1}} \rrbracket, \ldots, \llbracket \overline{\delta_{n}} \rrbracket\right) \leftarrow \operatorname{Power}(\llbracket \widehat{\varepsilon} \rrbracket, n)$
$\llbracket \widehat{\delta} \rrbracket \leftarrow \sum_{i=1}^{n} \llbracket \widehat{\delta_{i}} \rrbracket$
$\llbracket N^{\prime} \| \leftarrow 2 \_M u l t B i t\left(\|N \rrbracket,\| \widehat{D^{\prime}} \|\right)$
$\llbracket Q^{\prime} \rrbracket \leftarrow \llbracket N^{\prime} \rrbracket+2 \_\operatorname{MultBit}\left(\llbracket \hat{\delta} \rrbracket, \llbracket N^{\prime} \rrbracket\right)$
for-loop in Protocol 1. The error in the for-loop in Protocol 1 is small enough to the error can be calculated (in step 11 in Protocol 1). On the other hand, the error in our QGuess protocol is a little bit large. However, we give the upper bound of the error (instead of the formula of the exact error) and we can correct the error by the method described in Sect. 3.6. Also, our QGuess is more round-efficient than the for-loop in Protocol 1 in return for the large error.

As mentioned in Sect.3.3, we let the number of inputs $M$ for $M \_$MultBit be at most 4 . Note that $\varepsilon$ in step 2 of QGuess corresponds to $\varepsilon$ in Sect.3.1, because $\overline{1-Y_{0} D}=$ $2^{n}-2^{n} Y_{0} D=2^{n}-D^{\prime} D \equiv-D^{\prime} D \bmod 2^{n}$.

### 3.5 Error Analysis

The output of QGuess is less than the exact quotient in general because of rounding errors in $M_{-}$MultBit. Here, we estimate the size of error by the following lemmas and numerical calculations. In this section, we omit the share symbol $\llbracket \cdot \rrbracket$ for short. That is, for example, $z \leftarrow \operatorname{MultBit}(x, y)$ means $z=\llbracket z \rrbracket_{1}+\llbracket z \rrbracket_{2} \bmod 2^{n}$ such that $\llbracket z \rrbracket \leftarrow \operatorname{MultBit}(\llbracket x \rrbracket, \llbracket y \rrbracket)$.
Lemma 1. If the non-zero bits of $x, y$ in binary form are in $x[i]\left(l_{x} \leq i \leq u_{x}\right), y[j]\left(l_{y} \leq j \leq u_{y}\right)$, respectively ${ }^{\dagger}$, then for $z \leftarrow M_{-} \operatorname{MultBit}(x, y)$, the equations below hold:

$$
x\left(y 2^{-n}\right)^{M-1}-e \leq z \leq x\left(y 2^{-n}\right)^{M-1}
$$

where

$$
\begin{aligned}
& e=\sum_{\substack{\left.\left(I_{1}, \ldots, I_{M-1}\right) \\
\in\left\{u_{y}^{\prime}, \ldots, l_{y}^{\prime}\right\}\right\}-1}} x_{0} 2^{-s}-\left(x_{0} \gg s\right), \\
& u_{y}^{\prime}=n-u_{y}+1, l_{y}^{\prime}=n-l_{y}+1,
\end{aligned}
$$

[^5]$$
s=\sum_{j=1}^{M-1} I_{j}, x_{0}=2^{u_{x}}-2^{l_{x}-1}
$$

Here, ">>" means right bit shift. Also, the non-zero bits of $z$ in binary form are in $z[i]\left(l_{z} \leq i \leq u_{z}\right)$, where

$$
\begin{aligned}
l_{z} & =l_{x}+(M-1) l_{y}-(M-1)(n+1), \\
u_{z} & =u_{x}+(M-1) u_{y}-n(M-1)
\end{aligned}
$$

Proof. Since there does not exist any subtractions in $M \_$MultBit, underflow such as $1-3=6 \bmod 8$ does not occur. Therefore, it is enough to prove the claim for $z^{\prime}=\sum_{i_{1}+\cdots+i_{M-1} \leq n-1}(x \gg i) \prod_{j=1}^{M-1} y\left[n-i_{j}+1\right]$ calculated in $\mathbb{Z}$ instead of $\mathbb{Z}_{2^{n}}{ }^{\dagger}$.

First, we define a function $f$ by $f(x, i)=x 2^{-i}-(x \gg i)$. Then, the following equation holds (since $x \gg i=0$ for any $i \geq n$ ):

$$
x\left(y 2^{-n}\right)^{M-1}-z^{\prime}=\sum_{\substack{\left(I_{1}, \ldots, I_{M-1}\right) \\ \in\{1, \ldots, n\}^{M-1}}} f(x, i) \prod_{j=1}^{M-1} y\left[n-I_{j}+1\right]
$$

where

$$
i=\sum_{j=1}^{M-1} I_{j}
$$

From the assumption about the positions of non-zero bits of $x$, we have $f(0, i) \leq f(x, i) \leq f\left(x_{0}, i\right)$. Also, from the assumption about the positions of non-zero bits of $y$, we can restrict the indices $\left(I_{1}, \ldots, I_{M-1}\right)$ of the summation to $\left\{u_{y}^{\prime}, \ldots, l_{y}^{\prime}\right\}^{M-1}$. Hence, we obtain

$$
x\left(y 2^{-n}\right)^{M-1}-z^{\prime} \leq \sum_{\substack{\left(I_{1}, \ldots, I_{M-1}\right) \\ \in\left\{u_{y}^{\prime}, \ldots, l_{y}^{\prime}\right\}^{M-1}}} f\left(x_{0}, i\right) \prod_{j=1}^{M-1} 1=e
$$

and

$$
x\left(y 2^{-n}\right)^{M-1}-z^{\prime} \geq \sum_{\substack{\left(I_{1}, \ldots, I_{M-1}\right) \\ \in\left\{u_{y}^{\prime}, \ldots, l_{y}^{\prime}\right\}^{M-1}}} f(0, i) \prod_{j=1}^{M-1} 0=0
$$

Therefore, the inequality holds.
Then, we consider the possible positions of non-zero bits of $z^{\prime}$. The least significant non-zero bit of $z^{\prime}$ has to be at some position to which some non-zero bit of $x$ can be rightshifted in the expression of $z^{\prime}$. The size of bit-shift is at most $\left(n+1-l_{y}\right)(M-1)$, so we can let $l_{z}$ be $l_{x}+(M-1) l_{y}-(M-$ 1) $(n+1)$. Also, $z^{\prime}$ is smaller than $2^{u_{x}+(M-1)\left(u_{y}-n\right)}$ from the inequality above and $x<2^{u_{x}}, y<2^{u_{y}}$. Therefore, non-zero bits of $z^{\prime}$ are at most $\left\{u_{x}+(M-1) u_{y}-n(M-1)\right\}$-th bit,

[^6]and we can let $u_{z}$ be $u_{x}+(M-1) u_{y}-n(M-1)$.
Corollary 1. For $l_{y}, u_{y}, l_{y}^{\prime}$, $u_{y}^{\prime}$ defined in Lemma 1, if $u_{y}-l_{y}+1=m$, then we have
$$
x y 2^{-n}-m \leq z \leq x y 2^{-n}, \text { where } z \leftarrow \operatorname{MultBit}(x, y)
$$

Proof. By Lemma 1 (and the proof of Lemma 1), we obtain

$$
x y 2^{-n}-\sum_{I=u_{y}^{\prime}}^{l_{y}^{\prime}} f(x, I) \leq z \leq x y 2^{-n}
$$

Since $f(x, I)=x 2^{-I}-x \gg I$ is less than 1 , we have

$$
\sum_{I=u_{y}^{\prime}}^{l_{y}^{\prime}} f(x, I)<\sum_{I=u_{y}^{\prime}}^{l_{y}^{\prime}} 1=m
$$

Hence, the inequality in the claim hold.
Lemma 2. For non-negative values $a, b, x, y$, let $x^{\prime}, y^{\prime}, z, z^{\prime}$ be

$$
\begin{aligned}
& M \in\{2,3,4\} \\
& \max \{0, x-a\} \leq x^{\prime} \leq x, \max \{0, y-b\} \leq y^{\prime} \leq y \\
& z=x\left(y 2^{-n}\right)^{M-1}, z^{\prime}=x^{\prime}\left(y^{\prime} 2^{-n}\right)^{M-1}
\end{aligned}
$$

then we have

$$
\max \{z-c, 0\} \leq z^{\prime} \leq z
$$

where

$$
c=(M-1) x y^{M-2} 2^{-(M-1) n} b+\left(y 2^{-n}\right)^{M-1} a
$$

Proof. $z^{\prime} \leq z$ and $0 \leq z^{\prime}$ are obvious. We prove $z-c \leq z^{\prime}$. First, in the case of $x-a \geq 0, y-b \geq 0$, we can deform the equations as below:

$$
\begin{aligned}
& x^{\prime} y^{\prime M-1} \geq(x-a)(y-b)^{M-1} \\
& = \begin{cases}x y-a y-b x+a b & x y^{2}-2(x-a) y b+(x-a) b^{2}-a y^{2} \\
x y^{3}-3(x-a) y^{2} b \\
+3(x-a) y b^{2}-(x-a) b^{3}-a y^{3} & (M=3)\end{cases} \\
& \geq \begin{cases}x y-a y-b x & (M=2) \\
x y^{2}-2 x y b-a y^{2} & (M=3) \\
x y^{3}-3 x y^{2} b-a y^{3} & (M=4)\end{cases} \\
& =x y^{M-1}-c 2^{(M-1) n} .
\end{aligned}
$$

Therefore, the given inequality holds. Here, we used $a \leq$ $x, b \leq y$ in deforming the second line to the third line. In the case of $x-a<0$ or $y-b<0, x y^{M-1}-c 2^{(M-1) n}$ is non-positive and $z^{\prime}$ is non-negative, so the given inequality also holds.

Lemma 3. Assume that $D$ is not a power of 2 and let $\varepsilon=1-$ $2^{-d} D$, where $d$ is the bit length of $D$. Then, for $\left(\widehat{\delta}_{1}, \ldots, \widehat{\delta}_{n}\right) \leftarrow$
$\operatorname{Power}(\widehat{\varepsilon}, n)$, the following inequality holds:

$$
(\widehat{\varepsilon})^{i} 2^{-(i-1) n}-a_{i} \leq \widehat{\delta}_{i} \leq(\widehat{\varepsilon})^{i} 2^{-(i-1) n}
$$

Here, $a_{i}$ is defined inductively as follows:

$$
a_{1}=0, a_{i}=\frac{(M-1) a_{4^{j}}}{2^{k+(M-2) 4^{i}}}+\frac{a_{k}}{2^{(M-1) 4^{i}}}+E_{i},
$$

where

$$
\begin{aligned}
& i=4^{j}(M-1)+k \\
&\left(j=\left\lfloor\log _{4} i\right\rfloor, 1 \leq k \leq 4^{j}, M \in\{2,3,4\}\right), \\
& E_{i}=\sum_{\substack{\left(I_{1}, \ldots, I_{M-1}\right) \\
\in\left\{n-u_{4 j}+1, \ldots, n-l_{4 j}+1\right\}^{M-1}}} x_{k} 2^{-s}-\left(x_{k} \gg s\right), \\
& s=\sum_{j=1}^{M-1} I_{j}, x_{k}=2^{u_{k}}-2^{l_{k}-1}, \\
& u_{k}= n-k, l_{k}=\max \{0, n-k d-k+1\} .
\end{aligned}
$$

Proof. First, we consider the range of non-zero bits of $\widehat{\delta}_{i}$. Since $D$ is not a power of 2 and the bit length of $D$ is equal to $d$, the non-zero bits of $\widehat{\delta}_{1}=\widehat{\varepsilon}$ is in $\widehat{\delta}_{1}[m]\left(l_{1} \leq m \leq u_{1}\right)$, where $l_{1}=n-d+1$, $u_{1}=n-1$. Also, by Lemma 1 , we obtain for $i=4^{j}(M-1)+k$,

$$
\begin{aligned}
& l_{i}=l_{k}+(M-1) l_{4}-(M-1)(n+1), \\
& u_{i}=u_{k}+(M-1) l_{4 j}-n(M-1)
\end{aligned}
$$

By induction, we get that the range of non-zero bits of $\widehat{\delta}_{i}$ is in $\widehat{\delta}_{i}[m]\left(l_{i} \leq m \leq u_{i}\right)$, where $l_{i}=n-i d-i+1, u_{i}=n-i^{\dagger}$. Especially, we can let $l_{i}=\max \{0, n-i d-i+1\}$.

Now, we prove the inequality in the claim by induction. First, in the case of $i=1$, the inequality is obvious. It is enough to prove the inequality for $i=4^{j}(M-1)+k,(M=$ $\left.2,3,4, k=1,2, \ldots, 4^{j}\right)$ on the assumption that the inequality holds for $i \leq 4^{j}$. by Lemma 1, we obtain

$$
\widehat{\delta}_{k}\left(\widehat{\delta}_{4^{i}} 2^{-n}\right)^{M-1}-E_{i} \leq \widehat{\delta}_{i} \leq \widehat{\delta}_{k}\left(\widehat{\delta}_{4^{j}} 2^{-n}\right)^{M-1}
$$

From the assumption of induction and the fact that $\widehat{\varepsilon}<2^{n-1}$, we get

$$
\begin{aligned}
& (\widehat{\varepsilon})^{k} 2^{-(k-1) n}-a_{k} \leq \widehat{\delta}_{k} \leq(\widehat{\varepsilon})^{k} 2^{-(k-1) n} \\
& (\widehat{\varepsilon})^{4^{j}} 2^{-\left(4^{j}-1\right) n}-a_{4 j} \leq \widehat{\delta}_{4 j} \leq(\widehat{\varepsilon})^{4^{j}} 2^{-\left(4^{j}-1\right) n}
\end{aligned}
$$

Therefore, by Lemma 2, we obtain

$$
(\widehat{\varepsilon})^{i} 2^{-(i-1) n}-c^{\prime} \leq \widehat{\delta}_{k}\left(\widehat{\delta}_{4 i} 2^{-n}\right)^{M-1} \leq(\widehat{\varepsilon})^{i} 2^{-(i-1) n}
$$

where,

$$
\begin{aligned}
c^{\prime}= & (M-1)(\widehat{\varepsilon})^{k} 2^{-(k-1) n}\left\{(\widehat{\varepsilon})^{4^{j}} 2^{-\left(4^{j}-1\right) n}\right\}^{M-2} 2^{-(M-1) n} a_{4^{j}} \\
& +\left\{(\widehat{\varepsilon})^{j} 2^{-\left(4^{j}-1\right) n} 2^{-n}\right\}^{M-1} a_{k}
\end{aligned}
$$

[^7]Here, since $\widehat{\varepsilon} 2^{-n} \leq \frac{1}{2}$, we get

$$
\begin{aligned}
c^{\prime} & \leq(M-1) 2^{-k} 2^{n}\left(2^{-4^{j}} 2^{n}\right)^{M-2} 2^{-(M-1) n} a_{4 j}+2^{-4^{j}(M-1)} a_{k} \\
& =\frac{(M-1) a_{4 j}}{2^{k+(M-2) 4^{j}}}+\frac{a_{k}}{2^{(M-1) 4^{j}}}
\end{aligned}
$$

From these inequalities, we obtain the inequality in the claim.

Lemma 4. Assume that $\varepsilon=1-2^{-d} D$, where $d$ is the bit length of $D$. If $0 \leq\left(\sum_{i=1}^{n}(\widehat{\varepsilon})^{i} 2^{-(i-1) n}\right)-\widehat{\delta} \leq E$, then we have

$$
\left\lfloor\frac{N}{D}-\frac{5}{2}-2^{-d} E-n\right\rfloor \leq Q^{\prime} \leq\left\lfloor\frac{N}{D}\right\rfloor
$$

where

$$
Q^{\prime}=N^{\prime}+\operatorname{MultBit}\left(N^{\prime}, \widehat{\delta}\right), N^{\prime}=\operatorname{MultBit}\left(N, 2^{n-d}\right)
$$

Proof. Since the number of non-zero bits of $2^{n-d}$ is equal to one (the $(n-d+1)$-th least bit), we have

$$
N 2^{-d}-1 \leq N^{\prime} \leq N 2^{-d}
$$

by Corollary 1. Also, we have

$$
N^{\prime} \widehat{\delta} 2^{-n}-n \leq \operatorname{MultBit}\left(N^{\prime}, \widehat{\delta}\right) \leq N^{\prime} \widehat{\delta} 2^{-n}
$$

since the number of non-zero bits is at most $n$. From these two inequalities and the assumption about $\widehat{\delta}$, we get

$$
\begin{aligned}
Q^{\prime} & \leq N 2^{-d}+N 2^{-d} \widehat{\delta} 2^{-n} \leq N 2^{-d}+N 2^{-d} \sum_{i=1}^{n} \varepsilon^{i} \\
& =N 2^{-d} \frac{1-\varepsilon^{n+1}}{1-\varepsilon}<N 2^{-d} \frac{1}{1-\varepsilon}=\frac{N}{D}
\end{aligned}
$$

Also, we obtain

$$
\begin{aligned}
Q^{\prime} & \geq N 2^{-d}-1+N^{\prime} \sum_{i=1}^{n} \varepsilon^{i}-N^{\prime} E 2^{-n}-n \\
& \geq N 2^{-d}-1+\left(N 2^{-d}-1\right) \sum_{i=1}^{n} \varepsilon^{i}-N 2^{-d} E 2^{-n}-n \\
& =\frac{N}{D}-\frac{N}{D} \varepsilon^{n+1}-\frac{1-\varepsilon^{n+1}}{1-\varepsilon}-\frac{N}{2^{n}} 2^{-d} E-n \\
& \geq \frac{N}{D}-\frac{1}{2}-2-2^{-d} E-n
\end{aligned}
$$

Hence, by applying the floor function, we have the inequality in the claim.

Using Lemma 3, we can compute $a_{i}$ recursively by a numerical experiment. Let $n$ be $64, E$ be $\sum_{i=1}^{64} a_{i}$, and $d$ be the bit length of $D$. (Note that this $E$ corresponds to $E$ in Lemma 4.) Then we got $2^{-d} E<24$ for $d \geq 12$ by the experiment above. Also, for $d \leq 11$ and $D=2^{i}(i=$ $1, \ldots, 64$ ), we got $2^{-d} E<40.5$. Therefore, with Lemma 4, $Q^{\prime} \leftarrow \operatorname{QGuess}(N, D)$ satisfies $\left\lfloor\frac{N}{D}\right\rfloor-107<Q^{\prime} \leq\left\lfloor\frac{N}{D}\right\rfloor$. By conducting a similar experiment for 32-bit integers $(n=32)$, we obtain $\left\lfloor\frac{N}{D}\right\rfloor-54<Q^{\prime} \leq\left\lfloor\frac{N}{D}\right\rfloor$.

```
Protocol 6 ErrorCorrect
Input: \(\llbracket N \rrbracket, \llbracket D \rrbracket, \llbracket Q^{\prime} \rrbracket, \llbracket A \rrbracket\), where \(\left\lfloor\frac{N}{D}\right\rfloor \in\left\{Q^{\prime}, Q^{\prime}+1, \ldots, Q^{\prime}+A-\right.\)
    1\}
Output: \(\llbracket Q \rrbracket\), where \(Q=\left\lfloor\frac{N}{D}\right\rfloor\)
    \(\llbracket N^{\prime}\left\|\leftarrow \llbracket N \rrbracket-\llbracket Q^{\prime}\right\| \times \| D \rrbracket\)
    \(\llbracket \delta \rrbracket \leftarrow\) Equal_zero( \(\left.\| Q^{\prime} \rrbracket\right)\)
    for \(i=1,2, \ldots, A\) do
        \(\llbracket b_{i} \rrbracket \leftarrow \operatorname{Comparison}\left(\llbracket N^{\prime} \rrbracket, i \times\|D\|\right)\)
    end for
    \(\left(\left\|b_{1}^{\prime}\right\|, \ldots, \llbracket b_{A}^{\prime} \mathbb{\|}\right) \leftarrow \operatorname{MSNZB}\left(\left\|b_{1} \rrbracket, \ldots, \llbracket b_{A}\right\|\right)\)
    \(\llbracket q \rrbracket \leftarrow \sum_{i=1}^{A}(i-1) \times \llbracket b_{i}^{\prime} \|\)
    \(\llbracket Q\|\leftarrow \llbracket \delta\| \times\left(\llbracket 1 \rrbracket-\llbracket b_{1} \rrbracket\right)+(\llbracket 1 \rrbracket-\llbracket \delta \|) \times\left(\llbracket Q^{\prime}\|+\llbracket q\|\right)\)
```


### 3.6 Correction of Rounding Errors - ErrorCorrect

In [12], the correctness of the protocol was guaranteed by adding a correction term $\Delta$ for canceling rounding errors. However, rounding errors in the case using $M_{-}$MultBit is larger than in [12], and it seems difficult to find out the explicit correction term. Here, we construct ErrorCorrect protocol which computes the exact quotient known to be in a given range.

We assume that the exact quotient is in $\left\{Q^{\prime}, Q^{\prime}+\right.$ $\left.1, \ldots, Q^{\prime}+A-1\right\}$. The idea of ErrorCorrect is that we compute $N \stackrel{?}{<} Q^{\prime} D, N \stackrel{?}{<}\left(Q^{\prime}+1\right) D, \ldots, N \stackrel{?}{<}\left(Q^{\prime}+A-1\right) D$ and find out the first position of False. However, if we do it naively, we cannot find out the precise position in the case of $\left\lfloor\frac{N}{D}\right\rfloor D \leq N<2^{n} \leq\left(\left\lfloor\frac{N}{D}\right\rfloor+1\right) D^{\dagger}$.

Here, we can avoid this problem by the following lemma:
Lemma 5. If $Q^{\prime}=0$, the exact quotient is equal to 0 or 1 .
Proof. If $Q^{\prime}=0$, then $N^{\prime}$ in step 5 of QGuess is equal to 0 and this means that the bit length of $N$ is at most $d$, where $d$ is the bit length of $D$. Therefore, $N$ is less than $2 D$ and $\left\lfloor\frac{N}{D}\right\rfloor$ is equal to 0 or 1 .

Using this lemma, we can compute the exact quotient by comparing $D, 2 D, \ldots,(A-1) D$ with $N-Q^{\prime} D$ and comparing $D$ with $N$ in parallel, and judging whether $Q^{\prime}$ is equal to 0 or not. In the case of $Q^{\prime}=0, \frac{N}{D}=0$ or 1 by the lemma, and this can be computed by comparing $D$ and $N$. In the case of $Q^{\prime} \geq 1$, the problem described above does not occur. This is because the problem occurs in the case of $\left(\left\lfloor\frac{N}{D}\right\rfloor-Q^{\prime}\right) D \leq N-$ $Q^{\prime} D<2^{n} \leq\left(\left\lfloor\frac{N}{D}\right\rfloor-Q^{\prime}+1\right) D$ and this never holds if $Q^{\prime} \geq 1$. More specifically, if $Q^{\prime} \geq 1$ and $\left(\left\lfloor\frac{N}{D}\right\rfloor-Q^{\prime}\right) D \leq N-Q^{\prime} D$, then $\left(\left\lfloor\frac{N}{D}\right\rfloor-Q^{\prime}+1\right) D \leq N-\left(Q^{\prime}-1\right) D \leq N<2^{n}$. Therefore, $\left(\left\lfloor\frac{N}{D}\right\rfloor-Q^{\prime}\right) D \leq N-Q^{\prime} D$ and $2^{n} \leq\left(\left\lfloor\frac{N}{D}\right\rfloor-Q^{\prime}+1\right) D$ never holds at the same time.

The resulting protocol is given in Protocol 6.

### 3.6.1 Correctness

In the case of $Q^{\prime}=0,\left\lfloor\frac{N}{D}\right\rfloor$ is equal to the value corresponding

[^8]```
Protocol 7 Division
Input: \(\llbracket N \rrbracket, \llbracket D \rrbracket\)
Output: \(\llbracket Q \|\), where \(Q=\left\lfloor\frac{N}{D}\right\rfloor\)
    1: \(\llbracket Q^{\prime} \| \leftarrow\) QGuess \((\|N\|,\|D\|)\)
    2: \(\llbracket Q \| \leftarrow\) ErrorCorrect \(\left.\|N\|,\|D\|,\left\|Q^{\prime}\right\|, A\right)\)
```

to $1-(N \stackrel{?}{<} D)$ from the assumption. In the other case, the minimum index $i$ such that $N^{\prime}<i D$ is equal to $q+1^{\dagger \dagger}$. Therefore, $q D \leq N^{\prime}<(q+1) D$ and $\left\lfloor\frac{N}{D}\right\rfloor=Q^{\prime}+q$ holds. Summarizing the two cases above, $\left\lfloor\frac{N}{D}\right\rfloor=\delta\left(1-b_{1}\right)+(1-$ $\delta)\left(Q^{\prime}+q\right)$ holds.

### 3.7 Summary of Division Protocol

With QGuess and ErrorCorrect, we can compute our division protocol (Protocol 7). As discussed in Sect. 3.5, we can set $A=54$ for 32 -bit integers and $A=107$ for 64 -bit integers.

### 3.8 Division for Fixed-Point Numbers

The division protocol described above can be applied to division for fixed point numbers. Let $N, D$ be fixed point numbers with $f$ bit precision. That is, $N=\bar{N} \times 2^{-f}, D=\bar{D} \times 2^{-f}$, where $\bar{N}, \bar{D} \in \mathbb{Z}_{2^{n}}$. In this case, the fixed point representation (with $f$ bit precision) of $Q=\frac{N}{D}$ can be expressed as $\bar{Q}=\left\lfloor\frac{\bar{N} \times 2^{f}}{\bar{D}}\right\rfloor \in \mathbb{Z}_{2^{n}}$. One may think that bit expansion is needed since $\bar{N} \times 2^{f}$ does not necessarily belong to $Z_{2^{n}}$. However, we can avoid this problem as follows: Let $d$ be the bit length of $\bar{D}$ and $\hat{\delta}$ be defined as step 4 of QGuess with input $\bar{D}^{\dagger \dagger \dagger}$. Then, the following approximation is hold as in QGuess:

$$
\begin{aligned}
\bar{Q} & \approx \bar{N} \times 2^{f-d}+\bar{N} \times \hat{\delta} \times 2^{f-d-n} \\
& \approx \bar{N} \times 2^{f-d}+\bar{N}^{\prime} \times \hat{\delta} \times 2^{f-n},
\end{aligned}
$$

where $\overline{N^{\prime}}=\bar{N} \times 2^{-d}$. (Note that the approximation above is equal to the output of QGuess in the case of $f=0$.) Though 2_MultBit $(x, y)$ computes an approximate value of $x y 2^{-n}$, we can easily extend it to compute an approximate value of $x y 2^{f-n}$ (without bit expansion). Therefore, $\bar{Q}$ can be computed similarly to QGuess, and error analysis can be done in the same way.

## 4. Constant-Round Building Blocks

In this section, we give a constant-round construction of the protocol Overflow used in RightShift, ExtractBit, and Comparison. Overflow receives two inputs ( $\llbracket x \rrbracket, t)$, and computes a share (over $\mathbb{Z}_{2^{n}}$ ) of the boolean value corresponding to whether $\llbracket x \rrbracket_{1}[t \ldots 1]+\llbracket x \rrbracket_{2}[t \ldots 1] \geq 2^{t}$ or not.

### 4.1 List of Subprotocols

Here, we introduce subprotocols used in Overflow. Each

[^9]$$
\llbracket x \rrbracket_{1}^{\langle p\rangle}+\llbracket x \rrbracket_{2}^{\langle p\rangle}<p \Leftrightarrow \llbracket x \rrbracket_{1}^{\langle p\rangle}<\frac{p}{2} \wedge \llbracket x \rrbracket_{2}^{\langle p\rangle}<\frac{p}{2} .
$$

The right side is the product of $r_{1}$ and $r_{2}$, where $r_{i}$ is the boolean value corresponding to $\llbracket x \rrbracket_{i}^{\langle p\rangle} \stackrel{?}{<} \frac{p}{2}$ which can be computed locally. Since the negation can be computed locally, we can compute assump_Overflow with one round.

### 4.5 Overflow

From now, we construct Overflow with subprotocols above. We show some examples at the end of this section.

Here, we define the array $\mathbf{X}$ whose length is $n$ by $\mathbf{X}[i]=$ $\llbracket x \rrbracket_{1}[i]+\llbracket x \rrbracket_{2}[i](i=1,2, \ldots, n)$. For example, in the case of $n=3, x=5, \llbracket x \rrbracket_{1}=6, \llbracket x \rrbracket_{2}=7, \mathbf{X}$ is $(2,2,1)^{\dagger \dagger}$.

In this setting, $\llbracket x \rrbracket_{1}[t \ldots 1]+\llbracket x \rrbracket_{2}[t \ldots 1] \geq 2^{t}$ if and only if:

There exists an element 2 in $(\mathbf{X}[t], \ldots, \mathbf{X}[1])$ and the leftmost non-one element of $(\mathbf{X}[t], \ldots, \mathbf{X}[1])$ is equal to 2 .
This fact can be understood by considering that carrying up to the $(t+1)$-th digit occurs if and only if $\mathbf{X}[t]=2$ or " $\mathbf{X}[t]=1$ and there is carry-up at $(t-1)$-th digit".

The important point is, since each element of $\mathbf{X}$ is in $\{0,1,2\}$ and each share of $\mathbf{X}[i]$ (that is, $\llbracket x \rrbracket[i])$ is in $\{0,1\}$, we can regard $\left(\llbracket x \rrbracket_{1}[i], \llbracket x \rrbracket_{2}[i]\right)$ as a share of $\mathbf{X}[i]$ over $\mathbb{F}_{p}$. Based on this fact, we can apply operations over $\mathbb{F}_{p}$. We set $t=n$ for simplicity.

### 4.5.1 First Step

We apply a function, which maps 0,2 to 1 and 1 to 0 , to each element of $\mathbf{X}$. That is, we compute array $\mathbf{Y}$ as follows; $\mathbf{Y}[i]=(\mathbf{X}[i]-1)^{2}(i=1, \ldots, t)$. This can be computed with one round. In parallel, we also compute array $\mathbf{Y}^{\prime}$ by applying a function which maps 2 to 1 and 0,1 to 0 to each element of $\mathbf{X} ; \mathbf{Y}^{\prime}[i]=\frac{\mathbf{X}[i](\mathbf{X}[i]-1)}{2}(i=1, \ldots, t)$. Here, "/2" means the division by 2 over the field $\mathbb{F}_{p}$ and this can be computed locally since this operation is equivalent to constant multiplication.

### 4.5.2 Second Step

We find out whether the leftmost position (that is, the nearest to $t$-th position) of 1 in $\mathbf{Y}$ corresponds to 2 in $\mathbf{X}$ or not. First, we compute reverse cumulative sum of $\mathbf{Y}$. That is, we compute array $\mathbf{Z}$ as follows; $\mathbf{Z}[i]=\sum_{k=i}^{t} \mathbf{Y}[k](i=1, \ldots, t)$.

This can be computed locally. Second, we compute array $\mathbf{Z}^{\prime}$ by applying Equal_one to each element of $\mathbf{Z}$; $\mathbf{Z}^{\prime}[i] \leftarrow$ Equal_one $(\mathbf{Z}[i])$. Note that any element of $\mathbf{Z}$ is non-negative and at most $t \leq n \leq p$. Finally, we compute the inner product $s$ of $\mathbf{Z}^{\prime}$ and $\mathbf{Y}^{\prime}$. It takes one round to compute $\mathbf{Z}^{\prime}$, and takes one round to compute the inner product.
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Protocol 8 Overflow
Input: \(\llbracket x \rrbracket, t\)
Output: \(\llbracket s \rrbracket\), where \(s=\left(\llbracket x \rrbracket_{1}[t \ldots 1]+\llbracket x \rrbracket_{2}[t \ldots 1] \stackrel{?}{\geq} 2^{t}\right)\)
    \(\llbracket \mathbf{Y}[i] \rrbracket^{\langle p\rangle} \leftarrow\left(\llbracket \mathbf{X}[i]-1 \rrbracket^{\langle p\rangle}\right) \times\left(\llbracket \mathbf{X}[i]-1 \rrbracket^{\langle p\rangle}\right)\) for \(i=1, \ldots, t\).
    \(\llbracket \mathbf{Y}^{\prime}[i] \rrbracket^{\langle p\rangle} \leftarrow \frac{\llbracket \mathbf{X}[i] \rrbracket^{\langle p\rangle} \times\left(\llbracket \mathbf{X}[i]-1 \rrbracket^{\langle p\rangle}\right)}{2}\) for \(i=1, \ldots, t\).
    \(\llbracket \mathbf{Z}[i] \rrbracket^{\langle p\rangle} \leftarrow \sum_{k=i}^{t} \llbracket \mathbf{Y}[k] \rrbracket^{\langle p\rangle}\) for \(i=1, \ldots, t\).
    \(\llbracket \mathbf{Z}^{\prime}[i] \rrbracket^{\langle p\rangle} \leftarrow\) Equal_one \(\left(\llbracket \mathbf{Z}[i] \rrbracket^{\langle p\rangle}\right)\) for \(i=1, \ldots, t\).
    \(\llbracket s \rrbracket^{\langle p\rangle} \leftarrow \sum_{i=1}^{t} \llbracket \mathbf{Z}^{\prime}[i] \rrbracket^{\langle p\rangle} \times \llbracket \mathbf{Y}^{\prime}[i] \rrbracket^{\langle p\rangle}\)
    \(\llbracket s \rrbracket \leftarrow \operatorname{CastUp}_{p \rightarrow 2^{n}}\left(\llbracket s \rrbracket^{\langle p\rangle}\right)\)
```


### 4.5.3 Third Step

Since the output computed above is a share over $\mathbb{F}_{p}$, we need to transform it to a share over $\mathbb{Z}_{2^{n}}$. We do this using CastUp $p \rightarrow 2^{n}$ which can be constructed in the similar way to CastUp $2^{n} \rightarrow 2^{m}$. Also, in this case, we can replace Overflow in CastUp [12] with assump_Overflow. That is, $s$ is equal to $\llbracket s \rrbracket_{1}^{\langle p\rangle}+\llbracket s \rrbracket_{2}^{\langle p\rangle}-p \times b$, where $b$ is the boolean value corresponding to $\llbracket s \rrbracket_{1}^{\langle p\rangle}+\llbracket s \rrbracket_{2}^{\langle p\rangle} \stackrel{?}{\geq} p$, and $\llbracket b \rrbracket$ can be computed by assump_Overflow. Note that we can use assump_Overflow because $s$ is equal to 0 or 1 and less than $p / 2$.

### 4.5.4 Summary of Overflow Protocol and Other Building Blocks

The summary of Overflow is given in Protocol 8. Note that array $\mathbf{X}$ in step 1 is defined at the beginning of Sect.4.5. It takes one round in step 1,2 in parallel, and one round in step 4-6, respectively. Therefore, Overflow can be computed with four rounds in total. Furthermore, by using $\left(\llbracket a \rrbracket^{\langle p\rangle}, \ldots, \llbracket a^{k} \rrbracket^{\langle p\rangle}, \llbracket b \rrbracket^{\langle p\rangle}, \llbracket b a \rrbracket^{\langle p\rangle}, \ldots, \llbracket b a^{k} \rrbracket^{\langle p\rangle}\right)$ as auxiliary inputs, we can compute step 4,5 together with one round in the similar way to Pow. Hence, we can compute Overflow with three rounds.

Using this Overflow, RightShift and ExtractBit can be computed in three rounds and Comparison can be computed in four rounds. Also, Equal_zero and MSNZB can be computed in three rounds in the similar way to Overflow. We give the detail description of these protocols in Sect.4.6.

### 4.5.5 Example

We show an example of Overflow. Each symbol corresponds to ones in summary of Overflow. We let $n=t=8$. $(\cdot)_{2}$ means the binary notation.

$$
\begin{aligned}
& x=42, \\
& \llbracket x \rrbracket_{1}=126=(01111110)_{2}, \\
& \llbracket x \rrbracket_{2}=172=(10101100)_{2}, \\
& \mathbf{X}=(1,1,2,1,2,2,1,0), \\
& \mathbf{Y}=(0,0,1,0,1,1,0,1), \mathbf{Y}^{\prime}=(0,0,1,0,1,1,0,0), \\
& \mathbf{Z}=(0,0,1,1,2,3,3,4), \mathbf{Z}^{\prime}=(0,0,1,1,0,0,0,0), \\
& s=1 .
\end{aligned}
$$

### 4.6 Other Building Blocks

In this section, we show the construction of RightShift, ExtractBit, and Comparison using Overflow. (See [22] for more detail.) Also, we give the construction of Equal_zero and MSNZB in the similar way to Overflow.

### 4.6.1 RightShift, ExtractBit

Since Overflow compute the carry bit of $\llbracket x \rrbracket_{1}+\llbracket x \rrbracket_{2}$, RightShift and ExtractBit can be computed using Overflow as following:

$$
\begin{aligned}
& \operatorname{RightShift}(\llbracket x \rrbracket, t)=\llbracket x \rrbracket \gg t+\operatorname{Overflow}(\llbracket x \rrbracket, t) \\
&-2^{n-t} \cdot \operatorname{Overflow}(\llbracket x \rrbracket, n) \\
& \text { ExtractBit }(\llbracket x \rrbracket, t)=\llbracket x \rrbracket[t]+\operatorname{Overflow}(\llbracket x \rrbracket, t-1) \\
&-2 \cdot \operatorname{Overflow}(\llbracket x \rrbracket, t)
\end{aligned}
$$

Here, $x>t$ means the $t$ bits right shift of $x$ (i.e., $x>t=$ $\left\lfloor\frac{x}{2^{t}}\right\rfloor$ ). The number of rounds of these protocol are the same as that of Overflow.

### 4.6.2 Comparison

Comparison protocol can be computed using ExtractBit. Let $a, b$, and $c$ denote the most significant bit of $x, y$, and $x-y$. In the case of $a \oplus b=1$, either one of $x$ and $y$ is less than $2^{n-1}$ and the other is greater than or equal to $2^{n-1}$. Therefore, $x \stackrel{?}{<} y$ is equal to the most significant bit of $y$, that is, $b$. In the case of $a \oplus b=0, x \stackrel{?}{<} y$ is equal to the most significant bit of $x-y$, that is, c, since $(x-y) \bmod 2^{n} \geq 2^{n-1} \Leftrightarrow x<y$ when the most significant bit of $x$ and $y$ are the same. In summary, the following holds:

$$
\begin{aligned}
x \stackrel{?}{<} y & =(a \oplus b) b+(a \oplus b \oplus 1) c \\
& =(a-b)^{2} b+\left\{1-(a-b)^{2}\right\} c \\
& =(a-b)^{2}(b-c)+c .
\end{aligned}
$$

Therefore, we can compute Comparison by (i) computing $\llbracket a \rrbracket, \llbracket b \rrbracket, \llbracket c \rrbracket$ with ExtractBit and (ii) computing $\llbracket a-b \rrbracket^{2} \times$ $\llbracket b-c \rrbracket+\llbracket c \rrbracket$ with the extension of Pow as mentioned in Sect. 4.5.4. It needs three rounds in (i) and one round in (ii), and four rounds in total.

### 4.6.3 Equal_zero

In this section, we construct Equal_Zero protocol in a similar way to Overflow. First, $P_{2}$ computes $x^{\prime}=-\llbracket x \rrbracket_{2} \bmod 2^{n}$. Then, $x=0$ holds if and only if $\llbracket x \rrbracket_{1}=x^{\prime}$ holds. Let $\mathbf{X}$ be an array whose length is $n$ and $\mathbf{X}[i]=\llbracket x \rrbracket_{1}[i]+x^{\prime}[i]$. As in Overflow, $\left(\llbracket x \rrbracket_{1}[i], x^{\prime}[i]\right)$ can be regarded as a share of $\mathbf{X}[i]$ over $\mathbb{F}_{p}$. Also, the condition $\llbracket x \rrbracket_{1}=x^{\prime}$ holds if and only if $X[i]$ is equal to 0 or 2 for all $i$. Therefore, we can compute Equal_Zero by computing $\llbracket \mathbf{Y}[i] \rrbracket^{\langle p\rangle} \leftarrow 1-\llbracket \mathbf{X}[i]-1 \rrbracket^{\langle p\rangle} \times$

Table 1 Execution time of Division.

|  | pre comp [ms] | online comp [ms] | data trans [KB] | comm round | est comm time [ms] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 32-bit | 6.2 | 1.65 | 71.8 | 31 | 2240 |
| 64-bit | 21.9 | 11.6 | 310 | 31 | 2266 |

```
Protocol 9 Equal_Zero
Input: \(\llbracket x \rrbracket\)
Output: \(\llbracket s \rrbracket\), where \(s=(x \stackrel{?}{=} 0)\)
    \(\| \mathbf{Y}[i] \rrbracket^{\langle P\rangle} \leftarrow 1-\left(\left[\mathbb{X}[i]-1 \rrbracket^{\langle p\rangle}\right) \times\left(\left[\mathbf{X}[i]-1 \rrbracket^{\langle p\rangle}\right)\right.\right.\) for \(i=1, \ldots, n\).
    \(\llbracket z \rrbracket^{\langle P\rangle}=\sum_{i=1}^{n} \llbracket Y[i]^{\langle p\rangle}\)
    \(\llbracket s \|^{\langle p\rangle} \leftarrow\) Equal_one \(\left(\llbracket z+1 \rrbracket^{\langle p\rangle}\right)\)
    \(\llbracket s \| \leftarrow \operatorname{CastU}_{p \rightarrow 2^{n}}\left(\|s\|^{\| p\rangle}\right)\)
```

```
Protocol 10 MSNZB
Input: \(\llbracket x_{1} \rrbracket, \ldots, \llbracket x_{n} \rrbracket\), where each \(x_{i}\) is equal to 0 or 1 .
Output: \(\left(\llbracket y_{1} \rrbracket, \ldots, \llbracket y_{n} \rrbracket\right)\), where \(y_{i}=1\) in the case that \(x_{i}=1\) and
    \(x_{j}=0\) for all \(j<i\) and \(y_{i}=0\) otherwise.
    \(\llbracket \mathbf{Y}[i] \rrbracket^{\langle p\rangle} \leftarrow \llbracket x_{i} \rrbracket \bmod p-2^{n}\) assump_Overflow \(\left(\llbracket x_{i} \rrbracket\right)\) for \(i=\)
    \(1, \ldots, n\).
    \(\llbracket \mathbf{Z}[i] \rrbracket^{\langle p\rangle} \leftarrow \sum_{k=1}^{i} \llbracket \mathbf{Y}[k] \rrbracket^{\langle p\rangle}\) for \(i=1, \ldots, n\).
    \(\llbracket \mathbf{Z}^{\prime}[i]^{\langle p\rangle} \leftarrow\) Equal_one \(\left(\| \mathbf{Z}[i] \rrbracket^{\langle p\rangle}\right)\) for \(i=1, \ldots, n\).
    \(\left\|y_{i}\right\|^{\langle p\rangle} \leftarrow \llbracket \mathbf{Z}^{\prime}\left[i \rrbracket^{\mid(\bar{p}\rangle} \times \| Y[i]^{\langle p\rangle}\right.\) for \(i=1, \ldots, n\).
    \(\llbracket y_{i} \rrbracket \leftarrow \operatorname{CastUp}_{p \rightarrow 2^{n}}\left(\llbracket y_{i} \rrbracket^{\langle p\rangle}\right)\) for \(i=1, \ldots, n\).
```

$\llbracket \mathbf{X}[i]-1 \rrbracket^{\langle p\rangle}$, summing up $\llbracket y \rrbracket\langle p\rangle=\sum_{i=1}^{n} \llbracket \mathbf{Y}[i] \rrbracket^{\langle p\rangle}$, and checking $y+1$ is equal to 1 or not using Equal_one. The detailed description of Equal_Zero is given in Protocol 9. It needs one round in each step 1 , step 2, and step 4. Therefore, the number of rounds of Equal_Zero is three rounds in total.

### 4.6.4 MSNZB

In this section, we construct MSNZB protocol in a similar way to Overflow. MSNZB protocol can be understood as a protocol that detects which is the leftmost non-zero bit. As mentioned at the beggining of Sect.4.5, we compute the leftmost not-one element of an array $\mathbf{X}$ and check it is equal to 2 or not in Overflow protocol. Therefore, we can detect the leftmost non-zero bit in a similar way. Fisrt, we convert the the input to the share over $\mathbb{F}_{p}$. This can be computed using assump_Overflow. Note that the input of assump_Overflow is a share over $\mathbb{F}$, we can extend this to a share over $\mathbb{Z}_{2^{n}}$ with the same construction. Then, we do the same process as in steps 3-6 of Protocol 8. We give the detailed description of MSNZB in Protocol 10.

It needs one round in step 1, one round in step 3-4, and one round in step 5. Therefore, the number of rounds of MSNZB is three in total.

### 4.7 Comparison with Related Works

To the best of our knowledge, our Overflow (and its extensions) are the first constant-round secure protocols that work not over $\mathbb{F}_{p}$ but over $\mathbb{Z}_{2^{n}}$. Moreover, in comparison with the state of the art constant-round Comparison protocol in two-party setting [17], our Comparison protocol is better in
terms of communication rounds and data transfer. In fact, [17] needs five rounds and $O\left((\log q)^{3}\right)$ bit data transfer for SS over $\mathbb{F}_{q}$, while our protocol needs four rounds and $O(n \log p)$ bit data transfer. Since our protocol is over $\mathbb{Z}_{2^{n}}$, we can set $q \approx 2^{n}$. Moreover, as described at the beginning of this section, $p \approx n$. In summary, our protocol significantly improve data transfer $\left(O\left(n^{3}\right) \rightarrow O(n \log n)\right)$.

## 5. Evaluations of Efficiency

### 5.1 Round Complexity

In $M_{-}$MultBit, we compute RightShift and ExtractBit in parallel, and compute a product of $M$ numbers. Therefore, $M_{-}$MultBit takes $3+\left\lceil\log _{2} M\right\rceil$ rounds ${ }^{\dagger}$. The number of communication rounds in Power is equal to $\left\lceil\log _{4} n\right\rceil$ times the number of communication rounds in 4_MultBit. Taking into consideration that step 5 in QGuess can be computed in parallel with step 3, we can compute QGuess in $9+5\left\lceil\log _{4} n\right\rceil$ rounds. Also, taking into consideration that step 2 in ErrorCorrect can be computed in parallel with step 36, we can compute ErrorCorrect in nine rounds. Furthermore, by not applying CastUp $p_{p \rightarrow 2^{n}}$ in the last step of Comparison and treating the output of Comparison in step 4 and the input of MSNZB in step 6 as shares over $\mathbb{F}_{p}$, we can compute ErrorCorrect in seven rounds. In total, we can compute Division in 31 rounds for $n=32,64$.

### 5.2 Data Transfer and Execution Time

We implemented Division protocol in C++ programming language. We use a single laptop computer (Core i7-6700 $4 \mathrm{GHz}, 64 \mathrm{~GB}$ RAM). Instead of using actual networks, we estimate communication costs according to communication bits and communication rounds. In the pre-computation phase, we use fixed-key AES as a pseudorandom generator. We assume the WAN setting and the bandwidth and network delay are $9 \mathrm{MB} / \mathrm{s}$ and 72 ms , respectively ${ }^{\dagger \dagger}$.

We use $p=37(67$, resp.) in QGuess, and use $p=59$ (107, resp.) in ErrorCorrect for 32-bit(64-bit, resp.) integers. Table 1 shows pre-computation time (pre comp), online computation time (online comp), data transfer (data trans), communication rounds (comm round), and estimated communication time (est comm time). The computation time is the average time of 100 times executions. In total, it takes 2246 ms , 2357 ms to execute Divide for 32 -bit, 64 -bit integers, respectively.
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### 5.3 Comparison with Related Works

As described in Sect. 1, we mainly focus on SS-based MPC and two-party setting. To the best of our knowledge, [12] is the state of the art in this setting ${ }^{\dagger}$. In Protocol 1 [12], loground building blocks constructed in [22] were used. Now, we calculate the number of rounds of Protocol 1. In step 1 of Protocol 1, it needed $\left\lceil\log _{2} n\right\rceil+3$ rounds. In step 3, step 7 , and step 11 , it needed 1 rounds for each step. In step 8 and step 12, it needed $\left\lceil\log _{2} m\right\rceil+2$ rounds for each step. Step 2 can be computed with step 1 in parallel and does not affect on the number of rounds. Considering the for-loop, it needed $\left\lceil\log _{2} n\right\rceil+\left(h_{0}+1\right)\left\lceil\log _{2} m\right\rceil+3 h_{0}+7$ rounds in total. Therefore, it needed 69 rounds ( 87 rounds, resp.) for 32-bit (64-bit, resp.) integer division. As for the data transfer size, it needed $6 n^{2}\left(\left\lceil\log _{2} n\right\rceil+1\right)+4 n^{2}+2 n m$ bits in step1. In step 2 , it needed $4 n\left(\left\lceil\log _{2} n\right\rceil+1\right)+4 m$ bits. In step 3 , step 7 , and step 11, it needed $4 m$ bits for each step. In step 8 and step 12, it needed $4 m\left(\left\lceil\log _{2} m\right\rceil+1\right)+4 m$ bits for each step. Considering the for-loop, it needed $\left(6 n^{2}+4 n\right)\left(\left\lceil\log _{2} n\right\rceil+1\right)+$ $4 n^{2}+4 m\left(\left\lceil\log _{2} m\right\rceil+1\right)\left(2 h_{0}+1\right)+\left(2 n+12 h_{0}+16\right) m$ bits. Therefore, it needed 11.9 KB ( 41.4 KB , resp.) for 32-bit (64-bit, resp.) integer division.

Though our protocol needs more data transfer, the round complexity becomes very small. In fact, in the WAN setting as described above, [12] needs 4968 ms ( 6264 ms , resp.) for 32-bit (64-bit, resp.) division only in latency, which is about 2 times slower than our protocol.

## 6. Future Work

In this section, we show some future work.

1. The necessity of bit expansion is a phenomenon not only in the division but also in logarithm, square root, and so on. Hence, there is the possibility to make these operations more efficient by applying MultBit protocol.
2. In this paper, we treated semi-honest security. Semihonest secure protocols having certain properties can be easily extended to malicious security by using SPDZ [25] or $\mathrm{SPDZ}_{2^{k}}$ [26]. However, it seems difficult to apply these methods to our protocols because our new building blocks constructed in Sect. 4 need some special operations on each shared value (such as local bit decomposition) and complicated correlated randomness.
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[^3]:    ${ }^{\dagger}$ The symbol $\widehat{\hat{}}$ in step 7 , step 8 and step 12 means the decimal is multiplied by $2^{2 n^{\prime}}$, instead of $2^{n^{\prime}}$

[^4]:    ${ }^{\dagger \dagger}$ As a natural consequence of not expanding bit size, $n^{\prime}$ should be at most $n$. Hence, we let $n^{\prime}$ be equal to $n$ so that a rounding error is minimal.

[^5]:    ${ }^{\dagger}$ This means that if $x[i] \neq 0$, then $l_{x} \leq i \leq u_{x}$ (the same also holds for $y$ ). The converse is not assumed.

[^6]:    ${ }^{\dagger}$ If the inequality holds for $z^{\prime}$, then $z^{\prime} \leq x\left(y 2^{-n}\right)^{M-1}<x<$ $2^{n}$, and $z=\left(z^{\prime} \bmod 2^{n}\right)=z^{\prime}$.

[^7]:    ${ }^{\dagger}$ In fact, $(n-k d-k+1)+(M-1)\left(n-4^{j} d-4^{j}+1\right)-(M-1)(n+1)=$ $n-i d-i+1$ and $(n-k)+(M-1)\left(n-4^{j}\right)-n(M-1)=n-i$.

[^8]:    ${ }^{\dagger}$ Since we treat integers as elements of $\mathbb{Z}_{2^{n}}$, in the case above, $\left(\left\lfloor\frac{N}{D}\right\rfloor+1\right) D$ is equal to $\left(\left\lfloor\frac{N}{D}\right\rfloor+1\right) D-2^{n}$ and less than $N$.

[^9]:    ${ }^{\dagger}$ From the assumption that the exact quotient is in $\left\{Q^{\prime}, Q^{\prime}+\right.$ $\left.1, \ldots, Q^{\prime}+A-1\right\}, N^{\prime} \geq 0$ and $N^{\prime}<i D$ holds for some indexes $i$.
    ${ }^{\dagger} \dagger \dagger$ Note that $\hat{\delta}$ depends only $D$ in QGuess.

[^10]:    ${ }^{\dagger}$ Matching with binary expression, the rightmost component of $\mathbf{X}$ corresponds to $\mathbf{X}[1]$.

[^11]:    ${ }^{\dagger}$ Note that a product of $M$ numbers can be computed by executing a product of two numbers $\left\lceil\log _{2} M\right\rceil$ times.
    ${ }^{\dagger} \dagger$ This setting was used in [15].

[^12]:    ${ }^{\dagger}$ Also, [12] constructed an exact division protocol in the semihonest model, which is the same setting as our protocol.

