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Linking Reversed and Dual Codes of Quasi-Cyclic Codes∗

Ramy TAKI ELDIN†a), Nonmember and Hajime MATSUI††b), Member

SUMMARY It is known that quasi-cyclic (QC) codes over the finite
field Fq correspond to certain Fq [x]-modules. A QC code C is specified
by a generator polynomial matrix G whose rows generate C as an Fq [x]-
module. The reversed code of C, denoted by R, is the code obtained by
reversing all codewords of C while the dual code of C is denoted by C⊥.
We call C reversible, self-orthogonal, and self-dual if R = C, C⊥ ⊇ C,
and C⊥ = C, respectively. In this study, for a given C, we find an explicit
formula for a generator polynomial matrix of R. A necessary and sufficient
condition for C to be reversible is derived from this formula. In addition, we
reveal the relations among C, R, and C⊥. Specifically, we give conditions
on G corresponding to C⊥ ⊇ R, C⊥ ⊆ R, and C = R = C⊥. As an
application, we employ these theoretical results to the construction of QC
codes with best parameters. Computer search is used to show that there
exist various binary reversible self-orthogonal QC codes that achieve the
upper bounds on the minimum distance of linear codes.
key words: error-correcting codes, minimum distance, reversed codes,
reversible codes, self-orthogonal codes, self-dual codes

1. Introduction

A linear code that is invariant under reversing the coordinates
of its codewords is called a reversible code. Constructing re-
versible codes has received a lot of attention recently because
the reversibility feature has been essential for certain applica-
tions, e.g., DNA codes [1]–[5] and binary locally repairable
codes [6]. In [4], [8], [9], reversibility conditions were con-
sidered for various classes of codes over different algebraic
structures. The reversibility condition for cyclic codes over
the finite field Fq was investigated in [10]. A cyclic code over
Fq is reversible if and only if its monic generator polynomial
g(x) ∈ Fq[x] satisfies g(x) = βg∗(x) for some β ∈ Fq − {0},
where Fq[x] is the ring of polynomials over Fq and

f ∗(x) = xdeg( f (x)) f
(
1
x

)
is the reciprocal polynomial of f (x) ∈ Fq[x].

Quasi-cyclic (QC) codes are a natural generalization of
cyclic codes [11]. QC codes have been researched because
they contain good codeswith the best knownparameters [12],
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[13]. There exists a one-to-one correspondence between
QC codes over Fq with cycle length m and code length
n = m` and Fq[x]-submodules of

(
Fq[x]

)` that include (1 −
xm)

(
Fq[x]

)` for some positive integer `. Therefore, a QC
code is identified by its generator polynomial matrix G [14],
which generalizes the generator polynomial g(x) for a cyclic
code. However, the condition of G for the reversible QC
codes has not been known so far except for the case of ` = 2
in [15].

In this paper, we provide necessary and sufficient con-
ditions that determine the various relations between the re-
versed code and the dual code of a given QC code. For a
QC code C, we define a reversed code R of C as the one
consisting of reversed codewords of C while C⊥ denotes the
dual code of C. We explicitly derive a generator polynomial
matrix F for R at Theorem 1. Through this result of F,
we conclude that C is reversible, i.e., R = C, if and only
if F = MG for some invertible polynomial matrix M at
Corollary 1. Moreover, we also provide another reversibility
condition ofG forC that does not use F at Corollary 2. These
results enable us to find generator polynomial matrices of re-
versible QC codes. On the other hand, we investigate various
relations among C, R, and C⊥. Because the generator poly-
nomial matrices H of its dual code and F of its reversed code
for a given QC code can be calculated explicitly from G, it
is easy to derive the conditions that represent the inclusion
relations among these three codes. For example, C ⊆ R if
and only if G = MF for some polynomial matrix M . How-
ever, in practice, it might be easier to use the condition using
only G, rather than using H or F. We find the conditions of
G corresponding to the following relations of C, C⊥, and R.

1. C⊥ ⊇ R, see Theorem 2.
2. C⊥ ⊆ R, see Theorem 3.
3. C⊥ = C if C = R, see Theorem 4.
4. C = R if C⊥ = C, see Theorem 4.
5. C = C⊥ = R, see Theorem 4.

A linear code of fixed length n and dimension k is
called an optimal code if its minimum distance achieves the
upper bound tabulated in [16]. Although it is expected that
there are not many reversible codes, we find some desirable
codes from our results. We use computer search to verify
the above conditions to find some optimal binary reversible
QC codes that satisfy self-orthogonality or self-duality. For
even `, we find some optimal binary reversible self-dual
QC codes. On the other hand, for odd `, because we show
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in Proposition 1 that the minimum distance of any non-
trivial binary reversible self-dual QC code is two, we instead
consider optimal binary reversible self-orthogonal QC codes
in our search. In Table 1, we present several optimal binary
reversible self-dual for even ` (self-orthogonal for odd `) QC
codes with different code parameters.

The rest of the paper is organized as follows. In Sect. 2,
the notations of QC codes and their generator polynomial
matrices necessary for the sequel are presented. In Sect 3,
we show the explicit formula of F and the reversibility con-
ditions. The other conditions describing the different cases
between C, R, and C⊥ are presented in Sect. 4. Numerical
examples and computer search results are shown in Sect. 5.
Finally, we conclude the work in Sect. 6.

2. Preliminaries

This section summarizes the basic properties of QC codes
(according to [14]), which will be used later. A linear code
of length n over Fq is a linear subspace of the vector space(
Fq

)n. Codewords are the elements of the linear code. A
linear code C of length n over Fq is called a QC code if the
cyclic shift of all ` sections of each codeword is equal to
another codeword, i.e., c ∈ C with

c =
(
c1,0, c1,1, · · · , c1,m−1, · · · , c`,0, c`,1, · · · , c`,m−1

)
(1)

implies that(
c1,m−1, c1,0, · · · , c1,m−2, · · · , c`,m−1, c`,0, · · · , c`,m−2

)
∈ C,

where a positive integer ` divides n, m = n/` is an integer,
and ci, j ∈ Fq for all 1 ≤ i ≤ ` and 0 ≤ j ≤ m − 1.

Similar to cyclic codes, QC codes have a polynomial
representation of their codewords. The codeword c given by
(1) corresponds to the polynomial vector

c = (c1(x) c2(x) · · · c`−1(x) c`(x)) , (2)

where ci(x) =
∑m−1

j=0 ci, j x j ∈ Fq[x] for all 1 ≤ i ≤ `. In this
polynomial representation, the cyclic shift of all ` sections of
c corresponds to the multiplication xc followed by reduction
modulo 1 − xm. It is shown that the above QC codes are
in one-to-one correspondence with the Fq[x]-submodules
of

(
Fq[x]

)` that contain a submodule (1 − xm)
(
Fq[x]

)` .
Throughout the manuscript, we identify a QC code with
its corresponding Fq[x]-submodule of

(
Fq[x]

)` and do not
distinguish them.

A polynomial matrix means a matrix with entries in
Fq[x]. We call an `-by-` polynomial matrix G a generator
polynomial matrix of C if its rows generate C as an Fq[x]-
module, i.e., C =

(
Fq[x]

)` G.

Lemma 1. For i = 1,2, let Ci be a QC code and Gi be its
generator polynomial matrix. Then, C1 ⊆ C2 if and only if
G1 = MG2 for some polynomial matrix M .

Proof. If C1 ⊆ C2, then, for any c ∈ C1, there exists b ∈(
Fq[x]

)` such that c = bG2. By taking each row of G1
as c ∈ C1, we see that there exists a polynomial matrix M
such that G1 = MG2. Conversely, if G1 = MG2, then
bG1 = bMG2 for all b ∈

(
Fq[x]

)` and C1 ⊆ C2. �

If G is a generator polynomial matrix of C, then there
exists an `-by-` polynomial matrix A with

AG = GA = diag[1 − xm], (3)

where we use diag[ei] to denote the `-by-` diagonal matrix
with diagonal element ei at the i-th row for all 1 ≤ i ≤
`. Conversely, if a polynomial matrix G satisfies (3) for
some polynomial matrix A, then G is a generator polynomial
matrix for some QC code. To find A that satisfies (3) from
a given G, or more generally, to find M that satisfies G1 =
MG2 in Lemma 1, we apply Euclidean division algorithm
[14, Lemma 4] by upper triangular polynomial matrices.

An explicit form of a generator polynomial matrix is
given as follows. For an upper triangular polynomial matrix

G =

©«

g1,1 g1,2 g1,3 · · · g1,`
0 g2,2 g2,3 · · · g2,`
0 0 g3,3 · · · g3,`
...

...
. . .

. . .
...

0 0 · · · 0 g`,`

ª®®®®®®¬
, (4)

G is a generator polynomial matrix of C if and only if the
following conditions 1 and 2 are satisfied:

1. Each row of G is a codeword of C.
2. For all 1 ≤ i ≤ `, gi,i is equal to ci(x) , 0 with

the minimum degree among all codewords of the form
(0 · · · 0 ci(x) · · · c`(x)).

Moreover, for a generator polynomial matrix G of the form
(4), we say that G is reduced if the following conditions 3
and 4 are satisfied:

3. gj , j is monic for all 1 ≤ j ≤ `.
4. deg(gi, j) < deg(gj , j) for all 1 ≤ i , j ≤ `.

Any generator polynomial matrix G′ of C can be con-
verted to the reduced generator polynomial matrix G by ap-
plying elementary row operations as polynomial matrices, or
equivalently, there exists an invertible polynomial matrix M
such that MG′ = G, where we say that a polynomial matrix
M is invertible if there exists a polynomial matrix M−1 such
that M M−1 = M−1M = I and I is the identity matrix. We
note that the reduced generator polynomial matrix of C is
unique. Hereinafter, unless otherwise specified, we consider
that G = (gi, j) denotes the reduced generator polynomial
matrix of C and A = (ai, j) denotes the polynomial matrix
satisfying (3).

If G is a generator polynomial matrix of the form (4),
then the dimension k of C is given by

k =
∑̀
i=1
(m − di) = n −

∑̀
i=1

di = n − deg(det(G)),
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where di = deg(gi,i) for all 1 ≤ i ≤ `. The last formula
k = n − deg(det(G)) is valid for any generator polynomial
matrix of C.

The dual C⊥ of C is a QC code over Fq with the same
parameters ` and n as C with dimension n − k. From [14,
Theorem 1], a generator polynomial matrix H of C⊥ can be
obtained as

H = diag[x2m−di ]AT

(
1
x

)
+ (1 − xm)diag[a∗i,i], (5)

where AT is the transpose of the polynomialmatrix A, A(1/x)
is the polynomial matrix replaced each x in A by 1/x, and
a∗i,i = xm−di ai,i(1/x) is the reciprocal polynomial of ai,i .

For a codeword c ∈ C given by (1), the reverse of c is
the vector r ∈

(
Fq

)n obtained by reversing the coordinates
of c, i.e.,

r =
(
c`,m−1, · · · , c`,1, c`,0, · · · , c1,m−1, · · · , c1,1, c1,0

)
.

Analogous to (2), the polynomial representation of r is

r = xm−1
(
c`

(
1
x

)
c`−1

(
1
x

)
· · · c2

(
1
x

)
c1

(
1
x

))
. (6)

It is not necessarily true that r ∈ C. We define the reversed
code R of C as the code consisting of the reverse of all
codewords in C, i.e.,

R = {The reverse r of c | c ∈ C} .

In fact, R is a QC code over Fq with the same parameters `,
n, k, and the minimum distance as C.

3. Reversed Codes and Reversible Codes

In this section, first, we provide an explicit formula for a
generator polynomial matrix of R. Next, we show the neces-
sary and sufficient conditions for QC codes to be reversible
codes.

Lemma 2. The following polynomial matrixU is invertible:

U = (−1 + 2xm − 2x2m)I + diag[xm+di ]G
(
1
x

)
diag[a∗i,i]

+ diag[g∗i,i]A
(
1
x

)
diag[x2m−di ].

Proof. From its definition, U = (ui, j) is an upper triangular
polynomial matrix. Therefore its determinant is det(U) =∏`

i=1 ui,i , where

ui,i = −1 + 2xm − 2x2m + xmg∗i,ia
∗
i,i + xmg∗i,ia

∗
i,i

= −1 + 2xm − 2x2m + 2xm(xm − 1) = −1

and we use (ai,igi,i)∗ = a∗i,ig
∗
i,i = xm − 1. Thus, U is

invertible because its determinant is a unit in Fq[x]. �

Definition 1. We denote the polynomial matrices F and B
by

F =
(
diag[xm+di ]G

(
1
x

)
+ (1 − xm)diag[g∗i,i]

)
J (7)

and

B = J
(
A

(
1
x

)
diag[x2m−di ] + (1 − xm)diag[a∗i,i]

)
U−1,

where J is the backward identity matrix of size `-by-`, i.e.,

J =

©«
0 · · · 0 1
... . .

.
1 0

0 . .
.

. .
. ...

1 0 · · · 0

ª®®®®®¬
.

Lemma 3. We have FB = diag[1−xm], i.e., F is a generator
polynomial matrix for some QC code.

Proof. One can easily show that J−1 = J and

diag[xm+di ]G
(
1
x

)
A

(
1
x

)
diag[x2m−di ] = x2mdiag[xm − 1].

Using these and Lemma 1 to simplify FB, we get

FBU = −x2mdiag[1 − xm]

+ diag[xm+di ]G
(
1
x

)
(1 − xm)diag[a∗i,i]

+ (1 − xm)diag[g∗i,i]A
(
1
x

)
diag[x2m−di ]

+ (1 − xm)2diag[g∗i,i]diag[a∗i,i]
= diag[1 − xm]U.

�

The following theorem shows that F generates the re-
versed code R of C.

Theorem 1. The polynomial matrix F given by (7) is a
generator polynomial matrix of the reversed code R of C.

Proof. By Lemma 3, F generates a QC code, which we refer
to as Q. Because deg(g∗i,i) = deg(gi,i) and FJ is upper
triangular with diagonal entries g∗i,i , the dimension of Q is
equal to that of C. Hence,R andQ have the same dimension.
Therefore, it suffices to show that R ⊆ Q.

Let r be an arbitrary codeword in R, and let c be the
corresponding codeword in C. Because of the dimension
formula k =

∑`
i=1(m − di), there exists bi(x) ∈ Fq[x] with

deg(bi) ≤ m − di − 1 for all 1 ≤ i ≤ ` such that c =
(b1 b2 · · · b`)G. From (6),

r = xm−1
(
b1

(
1
x

)
b2

(
1
x

)
· · · b`

(
1
x

))
G

(
1
x

)
J .

Because (7) implies F ≡ diag[xdi ]G(1/x)J (mod 1 − xm),

r ≡ (e1 e2 · · · e`) diag[xdi ]G
(
1
x

)
J (mod 1 − xm)
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≡ (e1 e2 · · · e`) F (mod 1 − xm),

where ei = xm−di−1bi(1/x) ∈ Fq[x] for all 1 ≤ i ≤ `.
The last equation means that there is a polynomial vector
p ∈

(
Fq[x]

)` such that
r = (e1 e2 · · · e`) F + (1 − xm)p
= (e1 e2 · · · e`) F + pBF = ((e1 e2 · · · e`) + pB) F .

Consequently, r ∈ Q and R ⊆ Q. �

Remark 1. A generator matrix with entries in Fq as a linear
code of the reversed code is equal to the original generator
matrix flipped left and right. Hence, a generator polyno-
mial matrix of the reversed code can also be calculated by
converting the generator matrix to a polynomial matrix and
then by applying elementary row operations as polynomial
matrices, cf. [14], where the computational complexity as
the number of finite field operations is O(k2n). On the other
hand, the computational complexity of finding F by (7) from
G is O(1), but it takes O(`2n) to make it the reduced form.
Because usually ` is much smaller than k, e.g., 2k = m` if
n = 2k, the computational complexity to obtain F is less
in the method using Theorem 1 than in the method via the
generator matrix as a linear code.

Two corollaries follow from Theorem 1, providing re-
versibility conditions for C.

Corollary 1. A QC code C is reversible if and only if there
exists an invertible polynomial matrix M such that F = MG.

Proof. A QC code C is reversible if and only if C = R.
The uniqueness of the reduced generator polynomial matrix
G of C indicates that the reduced form of F is equal to G.
Equivalently, there exists an invertible polynomial matrix M
such that F = MG. �

Example 1. Let C be a binary QC code of ` = 2, n = 14,
and

G =
(
1 + x + x3 1 + x2 + x3

0 1 + x + x2 + x4

)
.

The polynomial matrix F is

F =
(

x7 + x8 + x10 1 + x2 + x3

1 + x2 + x3 + x4 0

)
.

Corollary 1 shows that C is reversible because F = MG for

M =
(

x7 1 + x + x2 + x3 + x4 + x5 + x6

1 + x 1

)
.

Corollary 2. A QC code C is reversible if and only if the
following two conditions are satisfied:

1.
∏`

i=1 g
∗
i,i = β

∏`
i=1 gi,i for some β ∈ Fq − {0},

2. diag[xm+di ]G(1/x)J A ≡ 0 (mod 1 − xm).

Proof. If C is reversible, then the invertible matrix M men-
tioned in Corollary 1 fulfills

(1 − xm)M = MGA = F A

=

(
diag[xm+di ]G

(
1
x

)
+ (1 − xm)diag[g∗i,i]

)
J A.

Condition 2 follows by a reduction modulo 1 − xm. Cal-
culating the determinants on both sides of the last equation
yields

(1 − xm)` det(M) =

(∏̀
i=1

g∗i,i

)
det(J) det(A)

=

(∏̀
i=1

g∗i,i

)
det(J)

(1 − xm)`∏`
i=1 gi,i

.

Condition 1 follows from β = det(M)/det(J) ∈ Fq − {0}.
Conversely, if conditions 1 and 2 are satisfied, then

define M = F A/(1 − xm). It follows from

M =
1

1 − xm
diag[xm+di ]G

(
1
x

)
J A + diag[g∗i,i]J A

and condition 1 that det(M) ∈ Fq−{0}. Moreover, condition
2 indicates that M is a polynomial matrix. Thus, M is an
invertible polynomial matrix. Multiplying G on both sides,
MG = F. Then, by Corollary 1, C is reversible. �

Example 2. Consider again Example 1. The polynomial
matrix A satisfying (3) is

A =
(
1 + x + x2 + x4 1 + x2 + x3

0 1 + x + x3

)
.

Corollary 2 shows that C is reversible because
∏2

i=1 g
∗
i,i =∏2

i=1 gi,i = 1 + x7 and

diag[x7+di ]G
(
1
x

)
J A =

(
x7 + x14 0

x7 + x8 + x14 + x15 x7 + x14

)
≡ 0 (mod 1 + x7).

Remark 2. Which of Corollaries 1 and 2 is easier to use to
check its reversibility depends on the situation. Corollary
1 needs, after finding F, to compute M with F = MG by
elementary row operations. On the other hand, Corollary 2
uses only G, but because the product of all diagonal entries
is required, ` needs to be small for example.

4. Linking Reversed and Dual Codes of C

In this section, we give conditions on G of C that indicate
C⊥ ⊇ R and C⊥ ⊆ R. Next, we deduce the reversibility
condition of self-dual codes and the self-duality condition of
reversible codes.

Theorem2. C⊥ ⊇ R if and only ifGJGT ≡ 0 (mod 1−xm).

Proof. Assume C⊥ ⊇ R. Then, by Lemma 1, F = MH for
some polynomial matrix M . By (5) and (7), this equals
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diag[x−m−di ]GJ + (1 − x−m)diag
[
g∗i,i

(
1
x

)]
J

= M
(
1
x

) (
diag[x−2m+di ]AT + (1 − x−m)diag

[
a∗i,i

(
1
x

)] )
.

(8)

Multiplying (8) on the left by diag[xm+di ] and on the right
by GT shows that GJGT = (1 − xm)N for some matrix N .
Then there exists a non-negative integer u such that S = xuN
is a polynomial matrix and we have GJGT xu = (1 − xm)S.
Because x is coprime to 1 − xm, xu divides S and N is itself
a polynomial matrix. Thus, GJGT ≡ 0 (mod 1 − xm).

Conversely, assume GJGT = (1− xm)N for some poly-
nomial matrix N . Then GJGT = N ATGT , GJ = N AT , and
by (5) and (7),

F ≡ diag[xm+di ]N
(
1
x

)
AT

(
1
x

)
≡ LH (mod 1 − xm),

where L = diag[xdi ]N(1/x)diag[xdi−m]. That is F = LH +
(1− xm)P for some matrix P. Equivalently, F = (L + PE)H
for some polynomial matrix E with EH = diag[1 − xm].
Then there exists a non-negative integer v such that T =
xv(L + PE) is a polynomial matrix and we have Fxv = TH.
Because H is a lower triangular matrix, we have TH =(∑`

p=j ti,php, j

)
if T = (ti, j) and H = (hi, j). Because xv

divides ti,`h`,` and h`,` is coprime to x, xv divides ti,` for
all 1 ≤ i ≤ `. If xv divides

∑`
p=j ti,php, j and ti,p for all

1 ≤ i ≤ ` and j < p ≤ `, it follows from
∑`

p=j ti,php, j =

ti, jhj , j+
∑`

p=j+1 ti,php, j that xv divides ti, jhj , j . By induction
on j, xv divides T and L + PE is itself a polynomial matrix.
Hence, by Lemma 1, C⊥ ⊇ R. �

Example 3. Let C be a QC code of (q, `,n) = (2,2,14) and

G=
(
1+x2+x3 1+x4+x6

0 1+x7

)
, A=

(
1+x2+x3+x4 1+x2+x3

0 1

)
.

Theorem 2 shows that C⊥ ⊇ R because

GJGT = (1+x2+x3)(1+x7)J .

Lemma 1 again shows that C⊥ ⊇ R because MH = F for(
x3 + x4 + x6 1 + x + x3

1 + x + x3 0

) (
1 + x + x2 + x4 0

x4 + x5 + x7 1

)
=

(
x3 + x4 + x6 1 + x + x3

1 + x7 0

)
.

Remark 3. Because C⊥ ⊇ R if and only if F = MH for
some polynomial matrix M , the computational complexity
of finding M with F = MH by elementary row operations
is equal to O(`2n). On the other hand, the computational
complexity of checking GJGT ≡ 0 (mod 1 − xm) is equal
to O(m2`3) = O(n2`) because of the product of polynomial
matrices. Hence, the computational complexity of checking
C⊥ ⊇ R is smaller if F = MH is used, but the method of

Theorem 2 has the advantage that only G is used.

The equivalent condition for self-orthogonality of re-
versible QC codes follows from Theorem 2.

Corollary 3. If C is reversible, then C is self-orthogonal if
and only if GJGT ≡ 0 (mod 1 − xm).

Proof. If C is reversible, then R = C. From Theorem 2,
C⊥ ⊇ C if and only if GJGT ≡ 0 (mod 1 − xm). �

The inverse C⊥ ⊆ R of the inclusion relation in Theo-
rem 2 is investigated similarly to Theorem 2.

Theorem 3. C⊥ ⊆ R if and only if AT J A ≡ 0 (mod 1−xm).

Proof. It can be shown in the same way as Theorem 2. Here,
we prove it by another method using Theorem 2. By taking
dual codes on both sides, C⊥ ⊇ R if and only if C ⊆ R⊥.
Hence, by replacing C in Theorem 2 by C⊥, C⊥ ⊆ R if and
only if HJHT ≡ 0 (mod 1 − xm). We show that HJHT ≡ 0
(mod 1−xm) if and only if AT J A ≡ 0 (mod 1−xm). Assume
HJHT = (1 − xm)N for some polynomial matrix N . Then,
by (5) and substituting 1/x for x,

diag[x−2m+di ]AT J Adiag[x−2m+di ] = (1 − x−m)N ′

for some matrix N ′. Thus, AT J A = (1 − xm)N ′′ for some
matrix N ′′. Similarly to the proof of Theorem 2, N ′′ is
shown to be a polynomial matrix. Conversely, the proof
from AT J A ≡ 0 (mod 1− xm) to HJHT ≡ 0 (mod 1− xm)
is shown in the same way. �

Example 4. Let C be the dual code of C in Example 3. Then
G is the upper triangulation of H in Example 3, i.e.,

G=
(
1 1+x+x2

0 1+x+x2+x4

)
=

(
1+x+x3+x4+x5 1+x+x2

x4+x5+x7 1+x+x2+x4

)
H.

Theorem 3 shows that C⊥ ⊆ R because

A =
(
1 + x7 1 + x4 + x5

0 1 + x + x3

)
, AT J A = (1+x+x3)(1+x7)J .

Lemma 1 again shows that C⊥ ⊆ R because H = MF for(
1 + x7 0

x3 + x5 + x6 1 + x2 + x3

)
=

(
0 1 + x2 + x3

1 + x2 + x3 1 + x3 + x4 + x5

) (
1 + x5 + x6 1

1 + x2 + x3 + x4 0

)
.

Corollary 4. If C is reversible, then C⊥ ⊆ C if and only if
AT J A ≡ 0 (mod 1 − xm).

Because a self-dual code is self-orthogonal with k =
n/2, Corollaries 3 and 4 imply that GJGT ≡ AT J A ≡ 0
(mod 1−xm) for any reversible self-dual QC code. However,
these identities become simpler through the use of k = n/2.
This is shown in Theorem 4, but the following result is
required.

Lemma 4. We have k = n/2 and GJGT ≡ 0 (mod 1 − xm)
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if and only if A = JGT J.

Proof. If A = JGT J, thenGJGT = GAJ = diag[1−xm]J ≡
0 (mod 1 − xm). In addition, ai,i = g`−i+1,`−i+1 for all
1 ≤ i ≤ `. Then k = n/2 because

k =
∑̀
i=1
(m − di) =

∑̀
i=1

deg(ai,i) =
∑̀
i=1

d`−i+1 = n − k .

Conversely, assume k = n/2 and GJGT = (1 − xm)M
for some polynomial matrix M . Let (Ii, j) = M J. Then
GJGT J = (1 − xm)(Ii, j). We show that (Ii, j) is the identity
matrix.

• For 1 ≤ j < i ≤ `, Ii, j = 0 because G and JGT J are
upper triangular matrices.

• For 1 ≤ i = j ≤ `, gi,ig`−i+1,`−i+1 = (1 − xm)Ii,i . By
equating the degrees, di + d`−i+1 = m + deg(Ii,i). If
deg(Ii,i) > 0 for some 1 ≤ i ≤ `, we get the contradic-
tion

n/2 + n/2 =
∑̀
i=1

di +
∑̀
i=1

d`−i+1 =
∑̀
i=1
(di + d`−i+1)

=
∑̀
i=1
(m + deg(Ii,i)) >

∑̀
i=1

m = n.

Hence deg(Ii,i) = 0 for all 1 ≤ i ≤ `, i.e., Ii,i = 1
because gi,i and g`−i+1,`−i+1 are monic polynomials.

• For 1 ≤ i < j ≤ `, because of JGT J = (g`−j+1,`−i+1),
we have

∑j
h=i

gi,hg`−j+1,`−h+1 = (1 − xm)Ii, j . This
implies Ii, j = 0 because the left side has a degree less
than m as shown below

deg

(
j∑

h=i

gi,hg`−j+1,`−h+1

)
≤ max

i≤h≤ j
{deg(gi,h) + deg(g`−j+1,`−h+1)}

< max
i≤h≤ j

{deg(gh,h) + deg(g`−h+1,`−h+1)} = m.

We have shown that GJGT J = diag[1 − xm], which implies
A = JGT J. �

The following result simplifies the conditions in Corol-
laries 3 and 4 for self-dual codes. It also shows that the
self-duality condition of reversible QC codes is the same as
the reversibility condition of self-dual QC codes. In fact, this
generalizes a result in [15] where only QC codes of ` = 2
were considered. Moreover, we provide a condition for QC
codes to be reversible and self-dual.

Theorem 4. 1. If A = JGT J, then C is self-dual if and
only if C is reversible.

2. If C is self-dual, then C is reversible if and only if
A = JGT J.

3. If C is reversible, then C is self-dual if and only if
A = JGT J.

Proof. If A = JGT J and C is self-dual, then GJGT =

AT J A = (1 − xm)J ≡ 0 (mod 1 − xm). Theorem 2 im-
plies C = C⊥ ⊇ R, while Theorem 3 implies C = C⊥ ⊆ R.
Hence, C = R, i.e., reversible.

If A = JGT J and C is reversible, then Lemma 4 shows
that GJGT ≡ 0 (mod 1− xm) and k = n/2. By Corollary 3,
C is self-orthogonal with k = n/2, i.e., self-dual.

If C is reversible and self-dual, then k = n/2 and
GJGT ≡ 0 (mod 1 − xm) by Corollary 3. Consequently,
A = JGT J by Lemma 4. �

Example 5. Consider again Example 1. Theorem 4 shows
that C is self-dual because A = JGT J. Alternatively, be-
cause the polynomial matrix H satisfying (5) is

H =
(
1 + x2 + x3 + x4 0

x7 + x8 + x10 1 + x2 + x3

)
,

the self-duality of C can be checked by H = MG with

M =
(
1 + x 1

x7 1 + x2 + x3 + x4 + x5 + x6

)
.

Remark 4. Because, in most cases, G and A are obtained at
the same time, cf. [14], the formula A = JGT J can effectively
check the reversibility and the self-duality from one to the
other at O(1).

5. Optimal Binary Reversible Self-Dual QC Codes

In this section, we apply the theoretical results described in
Sects. 3 and 4 to search for optimal binary QC codes that sat-
isfy reversibility with self-orthogonality or self-duality. Al-
though we mainly search optimal binary reversible self-dual
QC codes, we consider to search optimal binary reversible
self-orthogonal QC codes of odd ` because of Proposition 1.

Proposition 1. If C is a binary reversible self-dual QC code
of odd ` with C , {0}, then dmin = 2.

Proof. Because C is self-dual and ` is odd, m is even. Let
g = g(`+1)/2,(`+1)/2. We prove that dmin ≤ 2 by showing that
the ((` + 1)/2)-th row of G is (0, · · · ,0,1 + xm/2,0, · · · ,0).
FromTheorem 4, A = JGT J, hence, from (3), g2 = 1+xm =
(1+ xm/2)2, i.e., g = 1+ xm/2. For any (`+3)/2 ≤ j ≤ `, the
product of the (` − j + 1)-th row of A with the j-th column
of G gives

∑`−j+1
h=j

g`−h+1, jgh, j = 0. Because of q = 2, all
terms in the last equation are canceled out except g2

(`+1)/2, j .
Hence g(`+1)/2, j = 0 for all (` + 3)/2 ≤ j ≤ `. Hence,
dmin ≤ 2. Because of C , {0}, dmin = 2. �

Example 6. Let C be a binary QC code of ` = 3, n = 6, and

G = ©«
1 0 x
0 1 + x 0
0 0 1 + x2

ª®¬ .
We show that C is self-dual, reversible, and optimal. The
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Table 1 Optimal binary reversible self-orthogonal QC codes.

` n k dmin G = (gi , j )

2 64 32 12 g1,1 = 〈0〉, g1,2 = 〈2, 5, 6, 7, 8, 9, 10, 11, 12, 15, 16, 18, 19, 20, 22, 24, 25, 28, 29, 30, 31〉, g2,2 = 〈0, 32〉
3 36 6 16 g1,1 = 〈0, 1, 2, 4, 5, 6〉, g1,2 = 〈1, 5, 7, 11〉, g1,3 = 〈0, 6, 7, 8, 10, 11〉, g2,2 = g3,3 = 〈0, 12〉

4 68 34 12
g1,1 = g1,2 = 〈0〉, g1,3 = 〈0, 3, 4, 7, 10, 11, 14〉, g1,4 = 〈1, 2, 6, 7, 10, 12, 14〉,

g2,2 = 〈0, 1〉, g2,3 = 〈1, 4, 5, 9, 10, 15〉, g2,4 = 〈0, 3, 4, 7, 8, 9, 12, 14〉,
g3,3 = g3,4 = 〈0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16〉, g4,4 = 〈0, 17〉

5 25 8 8 g1,1 = g2,2 = 〈0, 1〉, g1,4 = g2,5 = 〈1, 4〉, g1,5 = g2,4 = 〈1, 2, 3, 4〉, g3,3 = g4,4 = g5,5 = 〈0, 5〉

6 36 18 8
g1,1 = g1,3 = g2,2 = g2,5 = 〈0〉, g1,4 = 〈2, 4〉, g1,5 = g4,4 = g4,6 = 〈0, 1, 2, 3, 4, 5〉, g1,6 = 〈0, 1, 3, 5〉,

g2,4 = 〈3〉, g2,6 = 〈0, 1, 2, 4, 5〉,
g3,3 = 〈0, 1〉, g3,4 = 〈0, 3, 4〉, g3,5 = 〈3, 4〉, g3,6 = 〈0, 2, 5〉, g5,5 = g6,6 = 〈0, 6〉

7 42 14 12

g1,1 = 〈0〉, g1,3 = 〈0, 1, 2, 3〉, g1,4 = 〈0, 3〉, g1,5 = 〈5〉, g1,6 = 〈2, 3, 4, 5〉,
g2,2 = 〈0, 1〉, g2,3 = 〈2〉, g2,4 = 〈1, 4〉, g2,5 = 〈0, 1, 4, 5〉,

g2,6 = g3,6 = g4,4 = g4,6 = 〈0, 1, 2, 3, 4, 5〉, g2,7 = 〈1〉,
g3,3 = 〈0, 2, 4〉, g3,7 = 〈1, 3, 5〉, g5,5 = g6,6 = g7,7 = 〈0, 6〉

8 40 20 8
g1,1 = g2,2 = g3,3 = g4,4 = 〈0〉, g1,5 = g4,8 = 〈0, 2, 4〉, g1,6 = g2,5 = g3,8 = g4,7 = 〈0, 1, 4〉,

g1,7 = g2,8 = 〈0, 2〉, g1,8 = 〈1, 2, 4〉, g2,6 = g3,7 = 〈3〉, g2,7 = 〈2〉,
g3,5 = g4,6 = 〈1〉, g3,6 = 〈1, 4〉, g4,5 = 〈1, 2, 3, 4〉, g5,5 = g6,6 = g7,7 = g8,8 = 〈0, 5〉

9 54 24 12

g1,1 = g1,2 = g3,3 = g3,4 = 〈0〉, g1,6 = 〈1〉, g1,7 = 〈1, 3, 5〉, g1,8 = 〈0, 2〉,
g1,9 = g2,5 = g3,5 = g4,5 = 〈1, 2, 4, 5〉, g2,2 = g4,4 = 〈0, 1〉, g2,6 = g4,8 = 〈0, 1, 4〉,

g2,7 = 〈0, 1, 2, 3, 4〉, g2,8 = 〈1, 4〉, g2,9 = 〈0, 2, 3, 4〉, g3,6 = 〈3, 4〉, g3,7 = 〈0, 1, 3, 5〉,
g3,8 = 〈2〉, g3,9 = 〈2, 3, 5〉, g4,6 = 〈0, 1, 2, 3〉, g4,7 = 〈0, 1, 2, 5〉, g4,9 = 〈0, 2, 4〉,

g5,5 = g7,7 = g9,9 = 〈0, 6〉, g6,6 = g6,7 = g8,8 = g8,9 = 〈0, 1, 2, 3, 4, 5〉

10 40 20 8

g1,1 = g2,2 = g3,3 = g4,4 = g5,5 = g3,6 = g5,8 = 〈0〉, g1,6 = g3,8 = g5,10 = 〈0, 1〉,
g1,7 = g1,9 = g2,10 = g4,10 = g5,6 = 〈2, 3〉, g1,8 = g2,7 = g3,10 = g4,9 = 〈1, 2〉,

g1,10 = g4,6 = g5,7 = 〈3〉, g2,6 = g5,9 = 〈0, 1, 2〉, g2,8 = g3,9 = 〈1〉, g2,9 = g4,7 = 〈2〉,
g3,7 = g4,8 = 〈0, 2, 3〉 , g6,6 = g7,7 = g8,8 = g9,9 = g10,10 = 〈0, 4〉

polynomial matrix A satisfying (3) is

A = ©«
1 + x2 0 x

0 1 + x 0
0 0 1

ª®¬ .
Corollary 2 shows that C is reversible because g∗i,i = gi,i for
all 1 ≤ i ≤ 3 and

diag[x2+di ]G
(
1
x

)
J A = ©«

x + x3 0 0
0 x2 + x4 0

x2 + x6 0 x3 + x5

ª®¬
≡ 0 (mod 1 + x2).

Theorem 4 shows that C is self-dual because A = JGT J. In
[16], the upper bound on the minimum distance of a binary
linear code of length 6 and dimension 3 is 3. Although
dmin = 2, we consider C optimal because binary self-dual
codes must have even dmin.

Example 7. Let C be a binary QC code of ` = 5, n = 30,
and

G =

©«
1 0 0 1 + x + x2 1 + x + x3 + x5

0 1 0 1 + x2 + x4 + x5 1 + x + x2

0 0 1 + x3 0 0
0 0 0 1 + x6 0
0 0 0 0 1 + x6

ª®®®®®¬
.

The polynomial matrix A satisfying (3) is

A =

©«
1+x6 0 0 1+x+x2 1+x+x3+x5

0 1+x6 0 1+x2+x4+x5 1+x+x2

0 0 1+x3 0 0
0 0 0 1 0
0 0 0 0 1

ª®®®®®¬
.

By Theorem 4, C is self-dual and reversible because g∗i,i =
gi,i for all 1 ≤ i ≤ 5, diag[x6+di ]G(1/x)J A ≡ 0 (mod 1 +
x6), and A = JGT J. As can be seen from the third row of G,
C has dmin = 2. Although C is binary reversible self-dual,
it is far from being optimal; In [16], the upper bound on the
minimum distance of a binary linear code of length 30 and
dimension 15 is 8.

It is known [13], [16] that the class ofQC codes contains
many binary codes with the best known parameters. The
outline of computer search this time is to first randomly
produce G and then check for the existence of the optimal
reversible self-dual or self-orthogonal QC code. For even
`, we check the conditions in Corollary 2 and Theorem 4
to confirm that the obtained optimal binary QC codes are
reversible and self-dual. For odd `, we check the conditions
in Corollaries 2 and 3 to confirm that the obtained optimal
binary QC codes are reversible and self-orthogonal. The
minimum distance is calculated by the full search or the
method in [17]. All these codes are listed in Table 1, where
the nonzero entries gi, j of the reduced generator polynomial
matrices G = (gi, j) are tabulated and we write, e.g., gi, j =
〈0,6,7,8,10,11〉 to mean gi, j = 1+ x6+ x7+ x8+ x10+ x11 ∈
F2[x].
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6. Conclusion

In this paper, first we have shown an explicit formula for a
generator polynomial matrix F of the reversed QC code R of
a QC code C with the reduced generator polynomial matrix
G. It can be obtained immediately from this explicit formula
that C is reversible, i.e., R = C, if and only if F = MG for
some invertible polynomial matrix M . Moreover, in Corol-
lary 2, we have characterized G of reversible C in terms of
the entries of G without F. In Theorems 2 and 3, we have
shown a necessary and sufficient condition of C⊥ ⊇ R and
that of C⊥ ⊆ R. In Theorem 4, we have given a condition on
G of reversible and self-dual C. Because the method using
generator matrices of linear codes does not take advantage of
the characteristics of QC codes, the above formulas of gen-
erator polynomial matrices enable us efficiently to construct
and search QC codes with reversibility, self-orthogonality,
and self-duality.

As an application, we have used computer search to find
binary reversible self-orthogonal or self-dual QC codes that
achieve the best parameters of linear codes in [16]. We have
focused on searching optimal binary reversible codes that are
self-dual if ` is even and self-orthogonal if ` is odd because
of Proposition 1. We have summarized our computer search
results in Table 1, where we have shown the existence of
binary reversible self-orthogonal or self-dual QC codes that
attain upper bounds of dmin for various `, n, and k.
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