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Energy Efficiency Optimization for MISO-NOMA SWIPT System
with Heterogeneous QoS Requirements

Feng LIU†, Xianlong CHENG†, Conggai LI†a), Nonmembers, and Yanli XU†, Member

SUMMARY This letter solves the energy efficiency optimization prob-
lem for the simultaneous wireless information and power transfer (SWIPT)
systems with non-orthogonal multiple access (NOMA), multiple input sin-
gle output (MISO) and power-splitting structures, where each user may have
different individual quality of service (QoS) requirements about informa-
tion and energy. Nonlinear energy harvesting model is used. Alternate
optimization approach is adopted to find the solution, which shows a fast
convergence behavior. Simulation results show the proposed scheme has
higher energy efficiency than existing dual-layer iteration and throughput
maximization methods.
key words: SWIPT, NOMA, MISO, heterogeneous QoS, energy efficiency

1. Introduction

Simultaneous wireless information and power transfer
(SWIPT) is considered as an effective technology to satisfy
the terminal’s energy requirement [1]. Pursuing high en-
ergy efficiency (EE) is a trend for the future green wireless
communications.

Multiple antenna technology has been considered to
improve the transmission efficiency of the SWIPT system [2].
On the other hand, non-orthogonal multiple access (NOMA)
can improve the EE performance [3]. The combination of
SWIPT and NOMA has aroused great interest, which can
significantly increase wireless power transmission without
affecting information decoding [4].

The SWIPT receiver canwork in two structures, namely
power splitting (PS) and time switching (TS), to decode the
information and harvest energy. TheTS receiver often causes
high complexity due to global search [5]. In contrast, the
PS receiver is easier than the TS structure. However, the EE
performance of existing approaches such as the dual-layer
iteration algorithm [5] are still not satisfactory enough.

This letter studies the EE optimization of the SWIPT
system combining multiple input single output (MISO),
NOMA, and PS structures with heterogeneous quality of ser-
vice (QoS) requirements about information and engergy for
each user. Nonlinear energy harvesting (EH) model is used,
while linear model is also applicable. The original problem
is non-convex and intractable. To find a solution, trans-
formations are made step by step with the Dinkelbach and
semi-definite relaxation (SDR) methods. Then alternate op-
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timization with two convex subproblems is obtained, which
can be efficiently solved. The proposed scheme has low
complexity, fast convergence, and better EE performance.
Simulation results are provided to verify its efficiency.

2. System Model and Problem Formulation

2.1 System Model

The system consists of a base station (BS) and K PS-based
users, equipped with Nt and single antenna respectively. Let
Rk

min and Ek
min denote the heterogeneous QoS requirements

about information and energy for the kth user, respectively.
The QoS requirements are often different among users and
should be satisfied for all users simultaneously.

With NOMA, successive interference cancellation
(SIC) is used to cancel multi-user interference at receivers.
The transmitted signal at BS is

x =
K∑
k=1

wk sk (1)

where wk ∈ C
Nt×1 denotes the transmit beamforming vector,

and sk is the transmitted symbol with E[sk s∗
k
] = 1.

Denote the channel gain from the BS to the kth user as
hk , where hk ∈ C

1×Nt . The received signal at receiver k is

yk = hk

K∑
j=1

w j sj + nk (2)

where nk ∼ CN(0, σ2
k
) is the additive white Gaussian noise.

According to PS with power splitting factor ρ, the re-
ceived signal for ID is

yIk =
√
ρk yk + zk (3)

where zk ∼ CN(0, δ2
k
) denotes additional white Gaussian

noise introduced during ID at user k. Similarly, the corre-
sponding received signal available for EH at user k is

yEk =
√

1 − ρk yk (4)

SIC is used at receivers to perform multi-user detection
(MUD) [6]. Without loss of generality, we assume that the
channel gains are sorted such that |h1 | ≤ |h2 | ≤ · · · ≤ |hK |.
The sum rate can be written as
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Rsum =

K∑
k=1

log2

(
1 +

ρk |hkwk |
2

δ2
k
+ ρkσ

2
k
+ ρk

∑K
i=k+1 |hkw i |

2

)
(5)

Accroding to [7], we consider a nonlinear EH model.
The total harvested power is expressed as

Etotal =

K∑
k=1

Ek =

K∑
k=1

Ak − a3 · B
1 − B

Ak =
a3

1 + exp
(
−a1 ·

(
Pin
k
− a2

))
B =

1
1 + exp (a1 · a2)

(6)

where Ek is the harvested power for user k, a1 and a2 are the
constants determined by its detailed circuits, a3 denotes the
maximum harvested power in the saturated region, and Pin

k
is input power of energy harvester for user k:

Pin
k = (1 − ρk)

©­«
K∑
j=1

��hkw j

��2 + σ2
k

ª®¬ (7)

2.2 Problem Formulation

The EE measurement is defined as the ratio between the sum
rate Rsum and the total power consumption Ptotal.

The energy consumption can be expressed as

Ptotal = ζ

K∑
k=1
‖wk ‖

2 + Pc − Etotal (8)

where ζ is the power inefficiency of amplifier, Pc stands for
the constant power consumption of the transceivers.

According to (8), the EE expression is given by

λEE (wk, ρk) =

∑K
k=1 log2

(
1 + ρk |hkwk |

2

δ2
k
+ρkσ

2
k
+ρk

∑K
i=k+1 |hkwi |

2

)
ζ
∑K

k=1 ‖wk ‖
2 + Pc − Etotal

(9)

The EE optimization problem can be formulated as

P1 : max
wk ,ρk

λEE (wk, ρk) (10a)

s.t . Rk ≥ Rk
min (10b)

K∑
k=1

Ak − a3 · B
1 − B

≥ Ek
min (10c)

K∑
k=1
‖wk ‖

2 ≤ Pmax (10d)

0 ≤ ρk ≤ 1 (10e)

3. Proposed Algorithm

3.1 Non-Linear Problem Transformation

According to the Dinkelbach method [8], with a given pa-
rameter λ, the original problem P1 can be recast as

P2 : max
wk ,ρk

Rsum − λPtotal

s.t . (10b) − (10e)
(11)

3.2 Solution to Problem P2

Based on Dinkelbanch method, we propose an iterative al-
gorithm for solving problem P2 as Algorithm 1.

In order to solve the non-convex problem of the
quadratic terms of wk and ρk in P2, we introduce the SDR
method. The optimization problem P2 can be transformed
into P3 as

P3 : max
W k ,ρk

K∑
k=1

log2(1 + SINRk) − λPtotal (12a)

s.t . log2(1 + SINRk) ≥ Rk
min (12b)

K∑
k=1

Ak − a3 · B
1 − B

≥ Ek
min (12c)

K∑
k=1

Tr(W k) ≤ Pmax (12d)

0 ≤ ρk ≤ 1 (12e)
Tr(W k) ≥ 0 (12f)
W k � 0 (12g)
R(W k) = 1 (12h)

where we define

SINRk ,
ρkTr(HkW k)

σ2
idk
+ ρkσ

2
k
+ ρk

∑K
i=k+1 Tr(HkW i)

(13)

Algorithm 1 Proposed iterative algorithm based on the
Dinkelbach method for solving P2
1: Initialize: λ(0) = 0, n = 0, and set ε ≥ 0 as the maximum tolerance;
2: repeat
3: Obtain the solution w(n)

k
and ρ(n)

k
by solving P2 with fixed λ(n);

4: if Rsum(w
(n)
k
, ρ
(n)
k
) − λ(n)Ptotal(w

(n)
k
, ρ
(n)
k
) ≤ ε then

5: Convergence = True;
Return w∗

k
= w(n)

k
and ρ∗

k
= ρ
(n)
k

;
6: else
7: Convergence = False, and n = n + 1;

λ(n)=
Rsum(w

(n)
k
, ρ
(n)
k
)

Ptotal(w
(n)
k
, ρ
(n)
k
)
;

8: end if
9: until Convergemce=True.
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Ptotal , ζ
K∑
k=1

Tr(W k) + Pc − Etotal (14)

and Tr(·) denotes the trace operation of a matrix.
By adopting the SDR method with dropping the rank-

one constrains [9], P3 can be relaxed as

P3
′

: max
W k ,ρk

K∑
k=1

log2(1 + SINRk)

− λ(ζ

K∑
k=1

Tr(W k) + Pc − Etotal)

s.t . (12b) − (12g)

(15)

Problem P3′ is still non-convex because of the coupling
variables W k and ρk . We turn to the alternate optimization
approach to find an approximate solution.

3.3 Alternate Optimization Solution to Problem P3′

Since the two variables W k and ρk are involved, we need
to optimize one by fixing the other. Firstly, we calculate
the optimal W k according to a fixed ρk . Then, we calculate
optimal ρk with the obtainedW k in the first step. In such an
alternate way, the solution can be iteratively converged.

3.3.1 OptimizeW k with Fixed ρk

The power splitting factor ρk should be properly initialized.
Meanwhile, the SINR expression has a complex fractional
form. Here we introduce an auxiliary variable γ to replace
the SINR. Then, we can reformulate P3′ as

P4 : max
W k ,γk

K∑
k=1

log2(1 + γk) − λPtotal (16a)

s.t .
ρkTr(HkW k)

σ2
idk
+ ρkσ

2
k
+ ρk

∑K
i=k+1 Tr(HkW i)

≥ γk (16b)

γk ≥ 2Rk
min − 1 (16c)

K∑
k=1

Ak − a3 · B
1 − B

≥ Ek
min (16d)

K∑
k=1

Tr(W k) ≤ Pmax (16e)

Tr(W k) ≥ 0 (16f)
W k � 0 (16g)

However, due to the fractional variable coupling in
the constraint (16b), the optimization problem is still non-
convex. Constrains (16b) can be transformed to(

σ2
idk
/ρk + σ

2
k +

K∑
i=k+1

Tr(HkW i)

)
γk ≤ Tr(HkW k)

(17)

As shown in formula (17), we can see that it conforms to
the basic form of the algorithm-geometric mean (AGM) in-
equality. For any non-negative optimization variables x, y,
z, the inequality xy ≤ z can be relaxed as

xy ≤ (ax)2 + (y/a)2 ≤ 2z (18)

where the equality holds true if and only if a =
√
y/x.

Consequently, an approximation of (17) is given by

(
a(n)γk

)2
+

(
σ2
idk

a(n)ρk
+
σ2
k
+

∑K
i=k+1 Tr(HkW i)

a(n)

)2

≤ 2Tr(HkW k)

(19)

where a(n) represents the updated value of a after n iterations.
Therefore, problem P4 can be reformulated as P4′ :

P4
′

: max
W k ,γk

K∑
k=1

log2(1 + γk) − λPtotal (20a)

s.t . (19) (20b)
(16c) − (16g) (20c)

When the value of a(n) is given, problem P4′ is convex,
which can be efficiently solved by tools such as CVX.

3.3.2 Optimize ρk with Fixed W k

Now, the optimalW k has been obtained, based on which we
can find the corresponding optimal ρk . In a similar way, we
can reformulate P3′ as

P5 : max
ρk ,γk

K∑
k=1

log2(1 + γk) − λPtotal (21a)

s.t.
ρkTr(HkW k)

σ2
idk
+ ρkσ

2
k
+ ρk

∑K
i=k+1 Tr(HkW i)

≥ γk (21b)

γk ≥ 2Rk
min − 1 (21c)

K∑
k=1

Ak − a3 · B
1 − B

≥ Ek
min (21d)

0 ≤ ρk ≤ 1 (21e)

Similarly, there is coupling of ρk and γk in the constraint
(21b). Again by the above AGM inequality, an approxima-
tion of (21b) is

(
b(n)γk

)2
+

(
σ2
idk

b(n)ρk
+
σ2
k
+

∑K
i=k+1 Tr(HkW i)

b(n)

)2

< 2Tr(HkW k)

(22)

Therefore, problem P5 can be reformulated as P5’
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Table 1 Algorithm complexity analysis.
Algorithm COMPLEXITY ANALYSIS

Proposed algorithm O

(
K2.376 1

ε 2 log (K)
(
log

(
1
ε

))2
)

Dual research O
(
K3.376 1

ε 4 log (K)2
(
log

(
1
ε

)))

P5
′

: max
ρk ,γk

K∑
k=1

log2 (1 + γk) − λPtotal (23a)

s.t . (22) (23b)
(21c) − (21e) (23c)

When b(n) is given, P5’ is a convex optimization problem,
which can be efficiently solved.

3.4 Complexity Analysis

The computational complexity of the SIC operation is ap-
proximately of order O(K2.376) [10]. The complexity of
the Dinkelbach method is O( 1

ε2 log(K)) [8]. The complex-
ity of the alternative optimization procedure is O(log( 1ε )).
The total complexity can be approximately expressed as
O(K2.376 1

ε2 log(K)(log( 1ε ))
2). For comparison, we present

the algorithm complexity of our proposed algorithm and the
dual-layer approximation algorithm [5] in Table 1. When
the number of users is at a large scale, the complexity of our
proposed algorithm will be much lower than that in [5].

4. Simulation Results

In this section, we provide simulation to verify our scheme.
The CVXPY with MOSEK solver is used in the Python
platform. Basic parameter configuration is set as K = 3,
Pmax = 20W. For comparison, we also provide the simulation
results of our proposed method with the linear EH model,
where the harvested power by user k is expressed as

E linear
k = η(1 − ρk)

©­«
K∑
j=1

��hkw j

��2 + σ2
k

ª®¬ (24)

where η is the power conversion efficiency. In the simulation
it is set as 0.1 for all users.

Firstly, the convergence of EE performance with dif-
ferent QoS for each user is compared with that of the dual-
layer iteration algorithm in [5] and throughput maximiza-
tion method referring to [11]. We set Rmin as 0.001Mbit/s,
0.02Mbit/s, 0.4Mbit/s and Emin as 0.1W, 0.2W, 0.4W for
user 1 to 3, respectively. As shown in Fig. 1, we can see that
the proposed algorithm has faster convergence speed than the
dual-layer iteration method. Four iterations are good enough
for our algorithm. Moreover, the achieved EE performance
is about 2- and 4-fold increase of that by methods in [5] and
[11], respectively. Although the throughput maximization
method also shows a fast convergence, its EE performance is
the lowest among these threemethods. The proposedmethod
with linear EHmodel shows a little bit EE improvement than

Fig. 1 Convergence comparison of the EE performance.

Fig. 2 EE performance versus Rmin for user 3.

Fig. 3 EE performance versus Emin for user 3.

the one with nonlinear EH model.
Then we do simulations to show the effect of increasing

QoS on the EE performance. Both rate and power aspects
are considered, as shown in Fig. 2 and Fig. 3, respectively.
For the simulation of Fig. 2, we set the information rate re-
quirements Rmin for users 1 and 2 to be 0.001Mbit/s and
0.02Mbit/s, and set Emin for users 1/2/3 as 0.01W, 0.2W,
0.4W respectively. The information rate requirement of
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Fig. 4 Convergence behavior of ρ for each user.

user 3 is set from 0.001Mbit/s to 0.6Mbit/s. Fig. 2 shows
the EE results of the systems versus Rmin for user 3. It can
be seen that the change of the minimum information rate
requirement of user 3 has little effect on the system energy
efficiency, which is basically maintained at a horizontal level
with some fluctuations. This phenomenon repeats with lit-
tle difference from Fig. 3, which covers the range of User
3’s minimum EH requirements, from 0.01W to 4W. In this
simulation of Fig. 3, we set the minimum EH requirements
for users 1 and 2 to be 0.01W and 0.2W, and set Rmin for
the three users as 0.001Mbit/s, 0.02Mbit/s, 0.4Mbit/s, re-
spectively. From Fig. 3, we can see that as the minimum
EH requirement for user 3 continues to increase, the en-
ergy efficiency of the proposed method with the linear EH
model drops to 0 at Emin = 2.5W. This is due to the failure
of the CVXPY solver for the linear EH model. However,
the proposed method with nonlinear EH model still works
and significantly outperforms the dual-layer iteration and
throughput maximization methods. From Fig. 2 and Fig. 3,
we can see that the proposed method shows nearly the same
EE performance for both cases, while the other two meth-
ods show quite different EE levels. This phenomenon may
be due to the fact that the scope of our investigation is not
large enough. In fact, with the increase of Rmin or Emin, each
scheme will not support the required QoS from a certain
point, resulting in zero EE.

Finally, we also provide the convergence behavior of the
power splitting factor for different users, as shown in Fig. 4.
We set Rmin as 0.001Mbit/s, 0.02Mbit/s, 0.4Mbit/s and Emin
as 0.001W, 0.02W, 0.4W for users 1/2/3, respectively. As
the iteration progresses, each ρk quickly converges as the
EE performance in Fig. 1. The difference of the converged
values of ρ among the three users might be caused by the
NOMA mechanism, which requires different power levels
for each user.

5. Conclusion

In this letter, we addressed the EE optimization of the SWIPT
system with MISO, NOMA and PS structure. The heteroge-
neous QoS support can help each user obtain its individual
demand for information and energy. By some mathemati-
cal transformations, the original problem can be well solved
in an alternate way. The proposed method shows a lower
complexity and higher EE performance than the others.
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