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#### Abstract

SUMMARY Weissman introduced a coding problem for channels with action-dependent states. In this coding problem, there are two encoders and a decoder. An encoder outputs an action that affects the state of the channel. Then, the other encoder outputs a codeword of the message into the channel by using the channel state. The decoder receives a noisy observation of the codeword, and reconstructs the message. In this paper, we show an exponential error bound for channels with action-dependent states based on the random coding argument.
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## 1. Introduction

In many practical situations, states of a communication channel change from moment to moment. To analyze the performance of coding systems under such a situation, many researchers have been studied coding problems for channels with states (cf. Chapter 7 in [1]). In these coding problems, researchers considered the situation where states of the channel change by nature. Thus, the coding system can neither control nor affect states of the channel.

On the other hand, Weissman [2] introduced a coding problem for channels with action-dependent states, in which an action of the coding system affects states of the channel.

More precisely, he considered the following coding problem (see Fig. 1): To send a message to the receiver via a channel with states, the coding system uses an action encoder and a channel encoder. The action encoder outputs an action corresponding to the message, and the action affects states of the channel. Then, the channel encoder receives the state of the channel, and outputs a codeword of the message into the channel. The receiver receives a noisy observation of the codeword, and reconstructs the message by using a decoder. For this coding problem, Weissman [2] showed the channel capacity, where the channel capacity is the supremum of rates of the code such that the decoding error probability vanishes as the block length tends to infinity. In [2], he also studied various applications of channels with actiondependent states, and showed the channel capacity for these applications. Since he introduced the coding problem for channels with action-dependent states, a lot of extensions of
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Fig. 1 Channels with action dependent states.
this coding problem have been reported [3]-[6].
For many coding systems, the decoding error probability is one of the most important performance measures of the system. It is often evaluated by exponential form, and for coding systems of channels with states, exponential error bounds have been studied by many researchers [7][11]. However, exponential error bounds for channels with action-dependent states have not been fully studied. In this paper, we focus on exponential error bounds for channels with action-dependent states, and show an exponential error bound. Our result is based on the proof method in [11], which was developed to clarify an exponential error bound for channels with states that cannot be affected by coding system. In [11], Moulin and Wang used basic informationtheoretic techniques such as method of types [12] and the random coding argument except the decoding procedure. In the decoding procedure, they employed a decoder using the penalized empirical mutual information, where the "penalized" means the existence of a term subtracting from the empirical mutual information. This decoder may be regarded as an empirical version of the MAP decoder (see [11, p.1332]). In this paper, we also use this kind of decoder in order to clarify exponential error bounds.

## 2. Preliminaries

In this section, we provide a precise formulation of the coding problem for channels with action-dependent states, and show the channel capacity.

We will denote an $n$-length sequence of symbols $\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ by the boldface letter $\mathbf{a}$. We will denote random variables (RVs) by capital letters $X, Y, Z, \cdots$, the values they can take by lowercase letters $x, y, z, \cdots$, and the set of these values by calligraphic letters $\mathscr{X}, \mathscr{Y}, \mathscr{Z}, \cdots$. The probability distribution of a RV $X$ will be denoted by $P_{X}$. The conditional distribution for $X$ given $Y$ will be denoted by $P_{X \mid Y}$. We will denote the set of all probability distri-
butions over $\mathscr{X}$ by $\mathscr{P}(\mathscr{X})$, and the set of all conditional distributions from $\mathscr{Y}$ to $\mathscr{X}$ by $\mathscr{W}(\mathscr{X} \mid \mathscr{Y})$. We will denote the $n$th power of a probability distribution $P_{X} \in \mathscr{P}(\mathscr{X})$ by $P_{X}^{n}$, i.e., $P_{X}^{n}(\mathbf{x})=\prod_{i=1}^{n} P_{X}\left(x_{i}\right)$, and the $n$th power of a conditional distribution $P_{X \mid Y} \in \mathscr{W}(\mathscr{X} \mid \mathscr{Y})$ by $P_{X \mid Y}^{n}$, i.e., $P_{X \mid Y}^{n}(\mathbf{x} \mid \mathbf{y})=\prod_{i=1}^{n} P_{X \mid Y}\left(x_{i} \mid y_{i}\right)$.

Let $\mathscr{X}, \mathscr{Y}, \mathscr{A}$ and $\mathscr{S}$ be finite sets. A channel with action-dependent states is characterized by two conditional distributions $P_{Y \mid X S} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X} \times \mathscr{S})$ and $P_{S \mid A} \in \mathscr{W}(\mathscr{S} \mid \mathscr{A})$. For a message $m \in \mathscr{M}_{n} \triangleq\left\{1, \cdots, M_{n}\right\}$, the action encoder $f_{\mathrm{A}}^{n}$ outputs an action $\mathbf{a} \in \mathscr{A}^{n}$ corresponding to the message $m$. Thus, the action encoder is defined as

$$
f_{\mathrm{A}}^{n}: \mathscr{M}_{n} \rightarrow \mathscr{A}^{n}
$$

The action a affects a state $\mathbf{s} \in \mathscr{S}^{n}$ according to $P_{S \mid A}^{n}(\mathbf{s} \mid \mathbf{a})$. On the other hand, the channel encoder $f_{\mathrm{C}}^{n}$ receives the state $\mathbf{s}$ of the channel $P_{Y \mid X S}$, and outputs a codeword $\mathbf{x} \in \mathscr{X}^{n}$ corresponding to the message $m$. Thus, the channel encoder is defined as

$$
f_{\mathrm{C}}^{n}: \mathscr{M}_{n} \times \mathscr{S}^{n} \rightarrow \mathscr{X}^{n}
$$

The channel encoder sends the codeword to a decoder via the channel $P_{Y \mid X S}$. Then, the decoder $\varphi_{n}$ receives a channel output $\mathbf{y} \in \mathscr{Y}^{n}$ that is drawn from $P_{Y \mid X S}^{n}(\mathbf{y} \mid \mathbf{x}, \mathbf{s})$, and reconstructs the message $m$. Thus, the decoder is defined as

$$
\varphi_{n}: \mathscr{Y}^{n} \rightarrow \mathscr{M}_{n}
$$

The rate $R_{n}$ of a code $\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)$ is defined as

$$
R_{n} \triangleq \frac{1}{n} \log M_{n}
$$

and the error probability of the code is defined as

$$
\varepsilon_{n}\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right) \triangleq \frac{1}{M_{n}} \sum_{m \in \mathscr{M}_{n}} \operatorname{Pr}\left\{\varphi_{n}\left(Y^{n}\right) \neq m \mid m \text { is sent }\right\}
$$

We say that $R \geq 0$ is achievable if there exists a sequence of codes $\left\{\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)\right\}$ such that

$$
\liminf _{n \rightarrow \infty} R_{n} \geq R
$$

and

$$
\lim _{n \rightarrow \infty} \varepsilon_{n}\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)=0
$$

Then, the channel capacity $C$ of the channel with actiondependent states is defined as

$$
C=\sup \{R: R \text { is achievable }\}
$$

For the channel with action-dependent states, Weissman [2] showed the next theorem.

Theorem 1 ([2, Theorem 1]).

$$
C=\max _{P_{A S U X Y}}[I(U ; Y)-I(U ; S \mid A)]
$$

$$
=\max _{P_{A S U X Y}}[I(A, U ; Y)-I(U ; S \mid A)]
$$

where $I(U ; Y)$ and $I(A, U ; Y)$ are the mutual information between $U$ and $Y$, and between $(A, U)$ and $Y$, respectively, $I(U ; S \mid A)$ is the conditional mutual information between $U$ and $S$ given $A, P_{A S U X Y} \in \mathscr{P}(\mathscr{A} \times \mathscr{S} \times \mathscr{U} \times \mathscr{X} \times \mathscr{Y})$ denotes the joint distribution such that

$$
\begin{aligned}
P_{A S U X Y}(a, s, u, x, y)= & P_{A}(a) P_{S \mid A}(s \mid a) P_{U \mid S A}(u \mid s, a) \\
& \times 1_{\{f(u, s)\}}(x) P_{Y \mid X S}(y \mid x, s)
\end{aligned}
$$

for some $P_{A} \in \mathscr{P}(\mathscr{A}), P_{U \mid S A} \in \mathscr{W}(\mathscr{U} \mid \mathscr{S} \times \mathscr{A}), f: \mathscr{U} \times$ $\mathscr{S} \rightarrow \mathscr{X},|\mathscr{U}| \leq|\mathscr{A} \| \mathscr{S}||\mathscr{X}|+1$, and $1_{\mathscr{X}}(x)$ is the indicator function defined as

$$
1_{\mathscr{X}}(x) \triangleq \begin{cases}1 & \text { if } x \in \mathscr{X} \\ 0 & \text { if } x \notin \mathscr{X}\end{cases}
$$

## 3. Exponential Error Bounds

In this section, we show an exponential error bound for channels with action-dependent states.

Before we show our main result, we need several definitions. For any sequence $\mathbf{x} \in \mathscr{X}^{n}$, we denote the number of occurrences of $x \in \mathscr{X}$ in $\mathbf{x}$ by $N(x \mid \mathbf{x})$. Then, we define the type $P_{\mathbf{x}}$ of a sequence $\mathbf{x}$ as an empirical distribution given by

$$
P_{\mathbf{x}}(x) \triangleq \frac{1}{n} N(x \mid \mathbf{x}) \quad \forall x \in \mathscr{X}
$$

Similarly, for any pair of sequences $(\mathbf{x}, \mathbf{y}) \in \mathscr{X}^{n} \times \mathscr{Y}^{n}$, we denote the number of joint occurrences of $(x, y) \in \mathscr{X} \times \mathscr{Y}$ in $(\mathbf{x}, \mathbf{y})$ as $N(x, y \mid \mathbf{x}, \mathbf{y})$. Then, we define the joint type $P_{\mathbf{x y}}$ of a sequence $(\mathbf{x}, \mathbf{y})$ as

$$
P_{\mathbf{x y}}(x, y) \triangleq \frac{1}{n} N(x, y \mid \mathbf{x}, \mathbf{y}) \quad{ }^{\forall}(x, y) \in \mathscr{X} \times \mathscr{Y}
$$

and define the conditional type $P_{\mathbf{y} \mid \mathbf{x}}$ of a sequence $(\mathbf{x}, \mathbf{y})$ as

$$
\begin{aligned}
P_{\mathbf{y} \mid \mathbf{x}}(y \mid x) & \triangleq \frac{N(x, y \mid \mathbf{x}, \mathbf{y})}{N(x \mid \mathbf{x})} \\
\quad \forall(x, y) & \in \mathscr{X} \times \mathscr{Y} \text { such that } N(x \mid \mathbf{x}) \neq 0
\end{aligned}
$$

Joint types and conditional types of more than two sequences can be defined similarly.

Let $\mathscr{P}_{n}(\mathscr{X})$ denotes the set of possible types in $\mathscr{X}^{n}$. For any $P_{\bar{X}} \in \mathscr{P}_{n}(\mathscr{X})$, we define $T\left(P_{\bar{X}}\right)$ as

$$
T\left(P_{\bar{X}}\right) \triangleq\left\{\mathbf{x} \in \mathscr{X}^{n}: P_{\mathbf{x}}=P_{\bar{X}}\right\}
$$

and for any sequences $\mathbf{x} \in \mathscr{X}^{n}$ and any conditional probability distribution $P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})$, we define $T\left(P_{\bar{Y} \mid \bar{X}} \mid \mathbf{x}\right)$ as

$$
T\left(P_{\bar{Y} \mid \bar{X}} \mid \mathbf{x}\right) \triangleq\left\{\mathbf{y} \in \mathscr{Y}^{n}: P_{\mathbf{x y}}=P_{\mathbf{x}} \cdot P_{\bar{Y} \mid \bar{X}}\right\}
$$

where $P_{\mathbf{x}} \cdot P_{\bar{Y} \mid \bar{X}}$ represents the product of $P_{\mathbf{x}}$ and $P_{\bar{Y} \mid \bar{X}}$, i.e.,

$$
P_{\mathbf{x}} \cdot P_{\bar{Y} \mid \bar{X}}(x, y)=P_{\mathbf{x}}(x) P_{\bar{Y} \mid \bar{X}}(y \mid x),{ }^{\forall}(x, y) \in \mathscr{X} \times \mathscr{Y}
$$

Furthermore, for any type $P_{\bar{X}} \in P_{n}(\mathscr{X})$, let $\mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{X}}\right)$ denotes the set of $P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})$ for which $T\left(P_{\bar{Y} \mid \bar{X}} \mid \mathbf{x}\right)$ is not empty for sequences $\mathbf{x} \in T\left(P_{\bar{X}}\right)$.

For types of sequences, the next lemma is well known (see e.g. [12]).

## Lemma 1.

1). $\left|\mathscr{P}_{n}(\mathscr{X})\right| \leq(n+1)^{|\mathscr{X}|}$, and for any type $P_{\bar{X}} \in \mathscr{P}_{n}(\mathscr{X})$, $\left|\mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{X}}\right)\right| \leq(n+1)^{|\mathscr{X}||\mathscr{Y}|}$.
2). For any $P_{\bar{X}} \in \mathscr{P}_{n}(\mathscr{X})$,

$$
(n+1)^{-|\mathscr{X}|} \exp \{n H(\bar{X})\} \leq\left|T\left(P_{\bar{X}}\right)\right| \leq \exp \{n H(\bar{X})\},
$$

and for any $\mathbf{x} \in T\left(P_{\bar{X}}\right)$ and $P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{X}}\right)$,

$$
\begin{aligned}
(n+1)^{-|\mathscr{X}||\mathscr{Y}|} \exp \{n H(\bar{Y} \mid \bar{X})\} & \leq\left|T\left(P_{\bar{Y} \mid \bar{X}} \mid \mathbf{x}\right)\right| \\
& \leq \exp \{n H(\bar{Y} \mid \bar{X})\},
\end{aligned}
$$

where $H(\bar{X})$ is the entropy of $\bar{X}$, and $H(\bar{Y} \mid \bar{X})$ is the conditional entropy of $\bar{Y}$ given $\bar{X}$.
3). For any $P_{X} \in \mathscr{P}(\mathscr{X}), P_{\bar{X}} \in \mathscr{P}_{n}(\mathscr{X})$, and $\mathbf{x} \in T\left(P_{\bar{X}}\right)$,

$$
P_{X}^{n}(\mathbf{x})=\exp \left\{-n\left(D\left(P_{\bar{X}} \| P_{X}\right)+H(\bar{X})\right)\right\}
$$

and for any $P_{Y \mid X} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X}), P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{X}}\right)$, and $\mathbf{y} \in T\left(P_{\bar{Y} \mid \bar{X}} \mid \mathbf{x}\right)$,

$$
P_{Y \mid X}^{n}(\mathbf{y} \mid \mathbf{x})=\exp \left\{-n\left(D\left(P_{\bar{Y} \mid \bar{X}} \| P_{Y \mid X} \mid P_{\bar{X}}\right)+H(\bar{Y} \mid \bar{X})\right)\right\}
$$

where $D(\cdot \| \cdot)$ denotes the relative entropy, and $D(\cdot \| \cdot \mid \cdot)$ denotes the conditional relative entropy.

The next theorem shows an exponential error bound for channels with action-dependent states.

Theorem 2. For any channels $P_{S \mid A} \in \mathscr{W}(\mathscr{S} \mid \mathscr{A})$ and $P_{Y \mid X S} \in$ $\mathscr{W}(\mathscr{Y} \mid \mathscr{X} \times \mathscr{S})$, any finite set $\mathscr{U}$, any $M_{n}>0, \varepsilon>0$, and sufficiently large $n$, there exists a code $\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)$ satisfying

$$
\begin{aligned}
& \varepsilon_{n}\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right) \\
& \leq \exp \left\{-n \max _{P_{\bar{A}} \in \mathscr{P}_{n}(\mathscr{A})} \min _{P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right) P_{\bar{U} \mid \bar{S} A} \in \mathscr{W}_{n}\left(\mathscr{\mathscr { U }} \mid P_{\bar{A}} \cdot P_{\bar{S} \mid \bar{A}}\right)} \max _{\max _{\bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}} \min _{P_{\bar{Y} \mid \bar{X} \bar{S}} \in \mathscr{W}_{n}\left(\mathscr{\mathscr { Y }} \mid P_{\bar{S} \bar{X})}\right.}\left[D\left(P_{\bar{S} \mid \bar{A}}| | P_{S \mid A} \mid P_{\bar{A}}\right)\right.}^{\quad+D\left(P_{\bar{Y} \mid \bar{X} \bar{S}}| | P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)}\right. \\
& \left.\left.\quad+\left|I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R_{n}-\varepsilon\right|^{+}\right]\right\},
\end{aligned}
$$

where $|x|^{+}=\max \{0, x\}$,

$$
P_{\bar{S} \bar{X}}(s, x)=\sum_{(a, u) \in \mathscr{A} \times \mathscr{U}} P_{\bar{A}}(a) P_{\bar{S} \mid \bar{A}}(s \mid a) P_{\bar{U} \mid \bar{S} \bar{A}}(u \mid s, a) 1_{\{\bar{f}(u, s)\}}(x),
$$

and $(\bar{A}, \bar{S}, \bar{U}, \bar{Y})$ is the quadruple of RVs drawn according to the probability distribution $P_{\bar{A} \bar{S} \bar{U} \bar{Y}}$ such that

$$
\begin{aligned}
P_{\bar{A} \bar{S} \bar{U} \bar{Y}}(a, s, u, y)= & \sum_{x \in \mathscr{X}} P_{\bar{A}}(a) P_{\bar{S} \mid \bar{A}}(s \mid a) P_{\bar{U} \mid \bar{S} \bar{A}}(u \mid s, a) \\
& \times 1_{\{\bar{f}(u, s)\}}(x) P_{\bar{Y} \mid \bar{X} \bar{S}}(y \mid x, s) .
\end{aligned}
$$

By using this theorem and continuity of the mutual information and the relative entropy, we obtain the next corollary.

Corollary 1. For any channels $P_{S \mid A} \in \mathscr{W}(\mathscr{S} \mid \mathscr{A})$ and $P_{Y \mid X S} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X} \times \mathscr{S})$, any finite set $\mathscr{U}$, and any $R>0$, there exists a sequence of codes $\left\{\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)\right\}$ such that

$$
\liminf _{n \rightarrow \infty} R_{n} \geq R
$$

and

$$
\liminf _{n \rightarrow \infty}-\frac{1}{n} \log \varepsilon_{n}\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right) \geq E_{\mathrm{r}}(R)
$$

where

$$
\begin{aligned}
& E_{\mathrm{r}}(R) \\
& \triangleq \max _{P_{\bar{A}} \in \mathscr{P}(\mathscr{A})} \min _{P_{\bar{S} \mid \bar{A}} \in \mathscr{W}(\mathscr{S} \mid \mathscr{A})} \max _{P_{\bar{U} \mid \bar{S} \bar{A}} \in \mathscr{W}(\mathscr{U} \mid \mathscr{S} \times \mathscr{A}) \bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}} \max \quad \min _{P_{\bar{Y} \mid \bar{X} \bar{S}} \mathscr{W}(\mathscr{Y} \mid \mathscr{X} \times \mathscr{S})}\left[D\left(P_{\bar{S} \mid \bar{A}} \| P_{S \mid A} \mid P_{\bar{A}}\right)+D\left(P_{\bar{Y} \mid \bar{X} \bar{S}} \| P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)\right. \\
& \left.\quad+|I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R|^{+}\right] .
\end{aligned}
$$

Remark 1. Let $|\mathscr{U}| \geq|\mathscr{A}||\mathscr{S} \| \mathscr{X}|+1$. Then, according to the corollary, we have

$$
\begin{aligned}
0 \leq & E_{\mathrm{r}}(R) \\
\leq & \max _{P_{\bar{A}} \in \mathscr{P}(\mathscr{A})} \max _{\bar{U} \mid \bar{S} \overline{\mathscr{W}}} \max _{(\mathscr{U} \mid \mathscr{S} \times \mathscr{A}) \bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}} \\
& {\left[D\left(P_{S \mid A}| | P_{S \mid A} \mid P_{\bar{A}}\right)+D\left(P_{Y \mid X S}| | P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)\right.} \\
& \left.+|I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R|^{+}\right] \\
= & \max _{P_{\bar{A}} \in \mathscr{P}(\mathscr{A})} \max _{P_{\bar{U} \mid \bar{S} \bar{G}} \in \mathscr{W}(\mathscr{U} \mid \mathscr{S} \times \mathscr{A}) \bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}} \max \\
& \times|I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R|^{+} \\
= & |C-R|^{+} .
\end{aligned}
$$

Thus, if $R \geq C$ then $E_{\mathrm{r}}(R)=0$. On the other hand, due to the positivity of the relative entropy, $E_{\mathrm{r}}(R)=0$ implies

$$
\begin{aligned}
& |I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R|^{+}=0,{ }^{\forall} P_{\bar{A}} \in \mathscr{P}(\mathscr{A}), \\
& { }^{\forall} P_{\bar{U} \mid \bar{S} \bar{A}} \in \mathscr{W}(\mathscr{U} \mid \mathscr{S} \times \mathscr{A}),{ }^{\forall} \bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X} .
\end{aligned}
$$

Thus, if $E_{\mathrm{r}}(R)=0$ then $R \geq C$. From the above argument, $E_{\mathrm{r}}(R)=0$ if and only if $R \geq C$. This implies that, for any $R<C$, there exists a sequence of codes $\left\{\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)\right\}$ such that $\liminf _{n \rightarrow \infty} R_{n} \geq R$ and the error probability vanishes exponentially as the block length tends to infinity. This strengthens the proof of the achievability part of Theorem 1 in [2].

Remark 2. When $|\mathscr{S}|=1$, i.e., the channel has a unique state, we have $(\bar{A}, \bar{U}) \leftrightarrow \bar{X} \leftrightarrow \bar{Y}$. Hence, according to the data processing inequality, we have

$$
\begin{equation*}
I(\bar{A}, \bar{U} ; \bar{Y}) \leq I(\bar{X}, \bar{Y}) \tag{1}
\end{equation*}
$$

On the other hand, since $\bar{X}$ is a function of $\bar{U}$ (and a unique state), we have $\bar{Y} \leftrightarrow(\bar{A}, \bar{U}) \leftrightarrow \bar{X}$, and according to the data
processing inequality, we also have

$$
\begin{equation*}
I(\bar{X}, \bar{Y}) \leq I(\bar{A}, \bar{U} ; \bar{Y}) \tag{2}
\end{equation*}
$$

From (1) and (2), we have

$$
\begin{equation*}
I(\bar{A}, \bar{U} ; \bar{Y})=I(\bar{X}, \bar{Y}) \tag{3}
\end{equation*}
$$

Hence, by letting $|\mathscr{U}| \geq|\mathscr{X}|, E_{\mathrm{r}}(R)$ can be written as

$$
\begin{aligned}
& E_{\mathrm{r}}(R)=\max _{P_{\bar{A} \bar{U}} \in \mathscr{P}(\mathscr{A} \times \mathscr{U})} \max _{\bar{f}: \mathscr{U} \rightarrow \mathscr{X}} \min _{P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})} \\
& \times\left[D\left(P_{\bar{Y} \mid \bar{X}}| | P_{Y \mid X} \mid P_{\bar{X}}\right)+|I(\bar{A}, \bar{U} ; \bar{Y})-R|^{+}\right] \\
& \stackrel{(a)}{=} \max _{P_{\bar{A} \bar{U}} \in \mathscr{P}(\mathscr{A} \times \mathscr{U}) \bar{f}: \mathscr{U} \rightarrow \mathscr{X}} \max _{P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})} \min \\
& \times\left[D\left(P_{\bar{Y} \mid \bar{X}} \| P_{Y \mid X} \mid P_{\bar{X}}\right)+|I(\bar{X} ; \bar{Y})-R|^{+}\right] \\
& =\max _{P_{\bar{U}} \in \mathscr{P}(\mathscr{U}) \bar{f}: \mathscr{U} \rightarrow \mathscr{X}} \max _{P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})} \min \\
& \times\left[D\left(P_{\bar{Y} \mid \bar{X}} \| P_{Y \mid X} \mid P_{\bar{X}}\right)+|I(\bar{X} ; \bar{Y})-R|^{+}\right] \\
& \stackrel{(b)}{=} \max _{P_{\bar{X}} \in \mathscr{P}(\mathscr{X}) P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})}\left[D\left(P_{\bar{Y} \mid \bar{X}} \| P_{Y \mid X} \mid P_{\bar{X}}\right)\right. \\
& \left.+|I(\bar{X} ; \bar{Y})-R|^{+}\right],
\end{aligned}
$$

where (a) follows from (3), and (b) comes from the fact that $\min _{P_{\bar{Y} \mid \bar{X}} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X})}\left[D\left(P_{\bar{Y} \mid \bar{X}} \| P_{Y \mid X} \mid P_{\bar{X}}\right)+|I(\bar{X} ; \bar{Y})-R|^{+}\right]$depends only on $P_{\bar{X}} \in \mathscr{P}(\mathscr{X})$. Thus, $E_{\mathrm{r}}(R)$ coincides with the well-known random coding error exponent (see [12, p.152]).

Remark 3. When $|\mathscr{A}|=1$, i.e., any action cannot affect any states, $E_{\mathrm{r}}(R)$ can be written as

$$
\begin{aligned}
E_{\mathrm{r}}(R)= & \min _{P_{\bar{S}} \in \mathscr{P}(\mathscr{S}) P_{\bar{U} \mid \bar{S} \in \mathscr{W}(\mathscr{U} \mid \mathscr{S}) \bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}} \max _{P_{\bar{Y} \mid \bar{X} \in} \in \mathscr{W}(\mathscr{Y} \mid \mathscr{X} \times \mathscr{S})} \min } \quad \times\left[D\left(P_{\bar{S}} \| P_{S}\right)+D\left(P_{\bar{Y} \mid \bar{X} \bar{S}} \| P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)\right. \\
& \left.+|I(\bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S})-R|^{+}\right]
\end{aligned}
$$

where

$$
P_{\bar{S} \bar{X}}(s, x)=\sum_{u \in \mathscr{U}} P_{\bar{S}}(s) P_{\bar{U} \mid \bar{S}}(u \mid s) 1_{\{\bar{f}(u, s)\}}(x) .
$$

This error exponent $E_{\mathrm{r}}(R)$ coincides with the error exponent of Somekh-Baruch and Merhav $\left[10, \tilde{E}_{2}(R)\right]$.

## 4. Proof of Theorem 2

Let us fix $\delta>0$ and a type $P_{\bar{A}} \in \mathscr{P}(\mathscr{A})$ arbitrarily, and for all conditional types $P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)$, fix a function $\bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}$ and a conditional type $P_{\bar{U} \mid \bar{S} \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{U} \mid P_{\bar{A}}\right.$. $\left.P_{\bar{S} \mid \bar{A}}\right)$ arbitrarily. Although the function and the conditional type are functions of $P_{\bar{S} \mid \bar{A}}$, we will denote these as $f$ and $P_{\bar{U} \mid \bar{S} \bar{A}}$ for the sake of brevity. Then, we define random encoders and a decoder as follows.

Random generation of $\mathscr{C}_{A}$ : For each $m \in \mathscr{M}_{n}$, randomly and independently generate sequences $\mathbf{a}(m)$, each
drawn according to the uniform distribution over $T\left(P_{\bar{A}}\right)$. We denote the set of sequences $\left\{\mathbf{a}(1), \mathbf{a}(2), \cdots, \mathbf{a}\left(M_{n}\right)\right\}$ by $\mathscr{C}_{A}$.

Random generation of $\mathscr{C}\left(P_{\bar{S} \mid \bar{A}}, m\right)$ : For each conditional type $P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)$, let $\bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)$ be a positive integer such that

$$
\begin{equation*}
\bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)=\lceil\exp \{n(I(\bar{U} ; \bar{S} \mid \bar{A})+\delta)\}\rceil, \tag{4}
\end{equation*}
$$

where a triple of RVs $(\bar{A}, \bar{U}, \bar{S})$ is distributed according to $P_{\bar{A}} \cdot P_{\bar{S} \mid \bar{A}} \cdot P_{\bar{U} \mid \bar{S} \bar{A}}$, and $\lceil z\rceil$ denotes the smallest integer which is greater than or equal to $z$. Then, for each $m \in \mathscr{M}_{n}$ and $l \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \triangleq\left\{1,2, \cdots, \bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)\right\}$, randomly and independently generate sequences $\mathbf{u}(l, m)$, each drawn according to the uniform distribution over $T\left(P_{\bar{U} \mid \bar{A}} \mid \mathbf{a}(m)\right)$, where $\mathbf{a}(m)$ is the element of $\mathscr{C}_{A}$ corresponding to $m$, and

$$
P_{\bar{U} \mid \bar{A}}(u \mid a)=\sum_{s \in \mathscr{S}} P_{\bar{S} \mid \bar{A}}(s \mid a) P_{\bar{U} \mid \bar{S} \bar{A}}(u \mid s, a)
$$

Note that $P_{\bar{U} \mid \bar{S} \bar{A}}$ changes with $P_{\bar{S} \mid \bar{A}}$, and $T\left(P_{\bar{U} \mid \bar{A}} \mid \mathbf{a}(m)\right)$ is not empty because $P_{\bar{U} \mid \bar{S} \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{U} \mid P_{\bar{A}} \cdot P_{\bar{S} \mid \bar{A}}\right)$ and $P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)$. We denote the set of sequences $\left\{\mathbf{u}(1, m), \cdots, \mathbf{u}\left(\bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right), m\right)\right\}$ by $\mathscr{C}\left(P_{\bar{S} \mid \bar{A}}, m\right)$.

Action encoder: For a given $m \in \mathscr{M}_{n}$, chose $\mathbf{a}(m) \in \mathscr{C}_{A}$ as the action.

Channel encoder: We use the following two-step encoding.

1. For a given $m \in \mathscr{M}_{n}$ and a state $\mathbf{s} \in \mathscr{S}^{n}$, find $l$ such that $\mathbf{u}(l, m) \in \mathscr{C}\left(P_{\mathbf{s} \mid \mathbf{a}(m)}, m\right) \cap T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}(m)\right)$. If more than one such $l$ exists, pick one of them randomly with uniform distribution. If there is no such $l$, generate $\mathbf{u}$ uniformly from $T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}(m)\right)$.
2. For the sequence $\mathbf{u}$ found in the step 1), generate a codeword $\mathbf{x}=\bar{f}^{n}(\mathbf{u}, \mathbf{s})$, where

$$
\bar{f}^{n}(\mathbf{u}, \mathbf{s})=\left(\bar{f}\left(u_{1}, s_{1}\right), \bar{f}\left(u_{2}, s_{2}\right), \cdots, \bar{f}\left(u_{n}, s_{n}\right)\right)
$$

Decoder: For a given $\mathbf{y} \in \mathscr{Y}^{n}$, the decoder finds a $\hat{m} \in \mathscr{M}_{n}$ that maximizes the penalized empirical mutual information, i.e.,
$\hat{m}=\underset{\hat{m} \in \mathscr{M}_{n}}{\operatorname{argmax}} \max _{P_{\bar{S} \mid \bar{A}} \in \mathscr{W}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \max _{\mathbf{u} \in \mathscr{C}\left(P_{\bar{S} \mid \bar{A}}, \hat{m}\right)}\left[I(\mathbf{a}(\hat{m}), \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)\right]$,
where

$$
\begin{aligned}
I(\mathbf{a}(\hat{m}), \mathbf{u} ; \mathbf{y})= & \sum_{(a, u, y) \in \mathscr{A} \times \mathscr{U} \times \mathscr{\mathscr { G }}} P_{\mathbf{a}(\hat{m}) \mathbf{u y}}(a, u, y) \\
& \times \log \frac{P_{\mathbf{a}(\hat{m}) \mathbf{u}}(a, u, y)}{P_{\mathbf{a}(\hat{m}) \mathbf{u}}(a, u) P_{\mathbf{y}}(y)},
\end{aligned}
$$

and

$$
\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \triangleq \frac{1}{n} \log \bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)
$$

As we stated in Introduction, the "penalized" means the existence of a term subtracting from an empirical mutual information. In the above decoder, the penalty is $\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)$.

The decoder using a penalized empirical mutual information was introduced by Moulin and Wang [11], and it may be regarded as an empirical version of the MAP decoder (see [11, p.1332]). Thus, in this decoding procedure, we are using an empirical version of the MAP decoder.

We now analyze the following average error probability.

$$
\bar{\varepsilon}_{n} \triangleq \sum_{\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)} \operatorname{Pr}\left\{\left(F_{A}^{n}, F_{C}^{n}, \Phi^{n}\right)=\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)\right\} \varepsilon_{n}\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi^{n}\right),
$$

where the triple of RVs $\left(F_{A}^{n}, F_{C}^{n}, \Phi^{n}\right)$ denotes random encoders and a corresponding decoder.

In order to analyze the average error probability, for a message $m \in \mathscr{M}_{n}$, we first consider the encoding error, i.e., the case where no index $l$ can be found in the first step of the channel encoder. Thus, the encoding error occurs if the event

$$
\mathscr{E}_{m} \triangleq\left\{\mathbf{U}(l, m) \notin T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{S}, \mathbf{A}(m)\right),{ }^{\forall} l \in \overline{\mathscr{M}}_{n}\left(P_{\mathbf{S} \mid \mathbf{A}(m)}\right)\right\}
$$

occurs, where $(\mathbf{A}(m), \mathbf{S}, \mathbf{U}(l, m))$ denote RVs induced by the random generation of $\mathscr{C}_{A}$, the channel $P_{S \mid A}$ and the random generation of $\mathscr{C}\left(P_{\bar{S} \mid \bar{A}}, m\right)$. Then, for any conditional type $P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)$, any $\mathbf{a} \in T\left(P_{\bar{A}}\right)$, and $\mathbf{s} \in T\left(P_{\bar{S} \mid \bar{A}} \mid \mathbf{a}\right)$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{\mathscr{E}_{m} \mid \mathbf{S}=\mathbf{s}, \mathbf{A}(m)=\mathbf{a}\right\} \\
& =\operatorname{Pr}\left\{\mathbf{U}(l, m) \notin T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right),{ }^{\forall} l \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \mid \mathbf{S}=\mathbf{s},\right. \\
& \quad \mathbf{A}(m)=\mathbf{a}\}
\end{aligned}
$$

$$
\stackrel{(\mathrm{a})}{=} \prod_{l \in \mathscr{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)} \operatorname{Pr}\left\{\mathbf{U}(l, m) \notin T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right) \mid \mathbf{S}=\mathbf{s}\right.
$$

$$
\mathbf{A}(m)=\mathbf{a}\}
$$

$$
\stackrel{(\mathrm{b})}{=}\left(\operatorname{Pr}\left\{\hat{\mathbf{U}} \notin T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right) \mid \mathbf{S}=\mathbf{s}, \mathbf{A}(m)=\mathbf{a}\right\}\right)^{\bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)}
$$

$$
\begin{equation*}
=\left(1-\operatorname{Pr}\left\{\hat{\mathbf{U}} \in T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right) \mid \mathbf{S}=\mathbf{s}, \mathbf{A}(m)=\mathbf{a}\right\}\right)^{\bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)} \tag{5}
\end{equation*}
$$

where $\hat{\mathbf{U}}$ is an RV drawn according to the uniform distribution over $T\left(P_{\bar{U} \mid \bar{A}} \mid \mathbf{a}\right)$, (a) comes from the fact that $\mathbf{U}(l, m)$ is independent for all $l \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)$, and (b) comes from the fact that $\mathbf{U}(l, m)$ drawn according to the uniform distribution over $T\left(P_{\bar{U} \mid \bar{A}} \mid \mathbf{a}\right)$. Since $T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right) \subseteq T\left(P_{\bar{U} \mid \bar{A}} \mid \mathbf{a}\right)$ for all $\mathbf{s} \in T\left(P_{\bar{S} \mid \bar{A}} \mid \mathbf{a}\right)$, we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\hat{\mathbf{U}} \in T\left(P_{\bar{U} \mid \overline{S A}} \mid \mathbf{s}, \mathbf{a}\right) \mid \mathbf{S}=\mathbf{s}, \mathbf{A}(m)=\mathbf{a}\right\} \\
& \quad=\frac{\left|T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right)\right|}{\left|T\left(P_{\bar{U} \mid \bar{A}} \mid \mathbf{a}\right)\right|} \\
& \quad \stackrel{\text { (a) }}{\geq} \exp \left\{-n\left(I(\bar{U} ; \bar{S} \mid \bar{A})+\delta_{n}^{(1)}\right)\right\}, \tag{6}
\end{align*}
$$

where (a) comes from 2) of Lemma 1, a triple of RVs $(\bar{A}, \bar{S}, \bar{U})$ is distributed according to $P_{\bar{A}} \cdot P_{\bar{S} \mid \bar{A}} \cdot P_{\bar{U} \mid \bar{S} \bar{A}}$, and

$$
\delta_{n}^{(1)}=\frac{|\mathscr{A}||\mathscr{S}||\mathscr{U}| \log (n+1)}{n} .
$$

By combining (5) and (6), we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{\mathscr{E}_{m} \mid \mathbf{A}(m)=\mathbf{a}, \mathbf{S}=\mathbf{s}\right\} \\
& \leq\left(1-\exp \left\{-n\left(I(\bar{U} ; \bar{S} \mid \bar{A})+\delta_{n}^{(1)}\right)\right\}\right)^{\bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)} \\
& \stackrel{\text { (a) }}{\leq} \exp \left\{-\exp \left\{-n\left(I(\bar{U} ; \bar{S} \mid \bar{A})+\delta_{n}^{(1)}\right)\right\} \bar{M}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)\right\} \\
& \stackrel{\text { b) }}{\leq} \exp \left\{-\exp \left\{n\left(\delta-\delta_{n}^{(1)}\right)\right\}\right\},
\end{aligned}
$$

where (a) comes from the fact that $(1-x)^{y} \leq \exp \{-x y\}$ ( $0 \leq x \leq 1, y \geq 0$ ), and (b) follows from (4). Hence, we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\mathscr{E}_{m}\right\} \\
& \quad=\sum_{(\mathbf{a}, \mathbf{s}) \in \mathscr{A}^{n} \times \mathscr{S}^{n}} \operatorname{Pr}\{\mathbf{A}(m)=\mathbf{a}, \mathbf{S}=\mathbf{s}\} \operatorname{Pr}\left\{\mathscr{E}_{m} \mid \mathbf{A}(m)=\mathbf{a}, \mathbf{S}=\mathbf{s}\right\} \\
& \stackrel{(\mathrm{a})}{=} \sum_{\mathbf{a} \in T\left(P_{\bar{A}}\right)} \sum_{P_{\bar{S} \mid \bar{A}} \in \mathscr{W _ { n }}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \sum_{\mathbf{s} \in T} \operatorname{Pr}\{\mathbf{A}(m)=\mathbf{a}, \mathbf{S}=\mathbf{s}\} \\
& \quad \times \operatorname{Pr}\left\{\mathscr{E}_{m} \mid \mathbf{A}(m)=\mathbf{a}, \mathbf{S}=\mathbf{s}\right\} \\
& \leq \sum_{\mathbf{a} \in T\left(P_{\bar{A}}\right)} \sum_{P_{\bar{S} \mid \bar{A}} \in \mathscr{\mathscr { M }}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \sum_{\mathbf{s} \in T\left(P_{\bar{S} \mid \bar{A}} \mid \mathbf{a}\right)} \operatorname{Pr}\{\mathbf{A}(m)=\mathbf{a}, \mathbf{S}=\mathbf{s}\} \\
& \quad \times \exp \left\{-\exp \left\{n\left(\delta-\delta_{n}^{(1)}\right)\right\}\right\} \\
& =\exp \left\{-\exp \left\{n\left(\delta-\delta_{n}^{(1)}\right)\right\}\right\}, \tag{7}
\end{align*}
$$

where (a) comes from the fact that $\mathbf{A}(m)$ is an RV with the uniform distribution over $T\left(P_{\bar{A}}\right)$.

Next, we consider the decoding error, i.e., the case where the decoder outputs a wrong message. Thus, the decoding error occurs if the event

$$
\begin{aligned}
\mathscr{E}_{m}^{\prime}=\{ & { }^{\exists} m^{\prime} \in \mathscr{M}_{n},{ }^{\exists} P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right),{ }^{\exists} l^{\prime} \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \\
& \text { such that } m^{\prime} \neq m, I\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right) ; \mathbf{Y}\right)-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \\
& \geq I(\mathbf{A}(m), \mathbf{U}(l, m) ; \mathbf{Y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \\
& \text { for all } \left.P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right) \text { and } l \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)\right\}
\end{aligned}
$$

occurs, where the RV Y denotes the channel outputs. Then, due to the symmetry of the code construction, we have

$$
\begin{equation*}
\bar{\varepsilon}_{n} \leq \operatorname{Pr}\left\{\mathscr{E}_{1}\right\}+\operatorname{Pr}\left\{\mathscr{E}_{1}^{c} \cap \mathscr{E}_{1}^{\prime}\right\} \tag{8}
\end{equation*}
$$

The second term on the right-hand side of (8) can be bounded as

$$
\begin{align*}
& \operatorname{Pr}\left\{\mathscr{E}_{1}^{c} \cap \mathscr{E}_{1}^{\prime \prime}\right\} \\
& =\sum_{(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y})} \operatorname{Pr}\{\mathbf{A}(1)=\mathbf{a}, \mathbf{S}=\mathbf{s}, \mathbf{U}=\mathbf{u}, \mathbf{X}=\mathbf{x}, \mathbf{Y}=\mathbf{y}\} \\
& \quad \times \operatorname{Pr}\left\{\mathscr{E}_{1}^{c} \cap \mathscr{E}_{1}^{\prime} \mid \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\} \\
& \leq \\
& \sum_{(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y})} \operatorname{Pr}\{\mathbf{A}(1)=\mathbf{a}, \mathbf{S}=\mathbf{s}, \mathbf{U}=\mathbf{u}, \mathbf{X}=\mathbf{x}, \mathbf{Y}=\mathbf{y}\}  \tag{9}\\
& \quad \times \operatorname{Pr}\left\{\mathscr{E}_{1}^{\prime} \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\}
\end{align*}
$$

where the $\mathrm{RV} \mathbf{U}$ denotes the sequence found in the step 1) of the channel encoder, and $\mathbf{X}$ denotes the codeword. Note that

$$
\begin{align*}
& \operatorname{Pr}\{\mathbf{A}(1)=\mathbf{a}, \mathbf{S}=\mathbf{s}, \mathbf{U}=\mathbf{u}, \mathbf{X}=\mathbf{x}, \mathbf{Y}=\mathbf{y}\} \\
& =P_{A^{n}}(\mathbf{a}) P_{S \mid A}^{n}(\mathbf{s} \mid \mathbf{a}) P_{U^{n} \mid S^{n} A^{n}}(\mathbf{u} \mid \mathbf{s}, \mathbf{a}) 1_{\left\{\overline{f^{n}}(\mathbf{u}, \mathbf{s})\right\}}(\mathbf{x}) P_{Y \mid X S}^{n}(\mathbf{y} \mid \mathbf{x}, \mathbf{s}), \\
&  \tag{10}\\
& \qquad P_{A^{n}}(\mathbf{a})= \begin{cases}\frac{1}{\left|T\left(P_{\bar{A}}\right)\right|} & \text { if } \mathbf{a} \in T\left(P_{\bar{A}}\right), \\
0 & \text { if } \mathbf{a} \notin T\left(P_{\bar{A}}\right),\end{cases}
\end{align*}
$$

and

$$
P_{U^{n} \mid S^{n} A^{n}}(\mathbf{u} \mid \mathbf{s}, \mathbf{a})= \begin{cases}\frac{1}{\mid T\left(P_{\bar{U}|\overline{\bar{A}}| \mathbf{s}, \mathbf{a}) \mid}\right.} & \text { if } \mathbf{u} \in T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right)  \tag{12}\\ 0 & \text { if } \mathbf{u} \notin T\left(P_{\bar{U} \mid \bar{S} \bar{A}} \mid \mathbf{s}, \mathbf{a}\right)\end{cases}
$$

Hence, for any type $P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right), P_{\bar{Y} \mid \bar{X} \bar{S}} \in \mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{S} \bar{X}}\right)$, and the type $P_{\bar{A} \bar{S} \bar{U} \bar{X} \bar{Y}}$ satisfying

$$
\begin{align*}
P_{\bar{A} \bar{S} \bar{U} \bar{X} \bar{Y}}(a, s, u, x, y)= & P_{\bar{A}}(a) P_{\bar{S} \mid \bar{A}}(s \mid a) P_{\bar{U} \mid \bar{S} \bar{A}}(u \mid s, a) \\
& \times 1_{\{\bar{f}(u, s)\}}(x) P_{\bar{Y} \mid \bar{X} \bar{S}}(y \mid x, s), \tag{13}
\end{align*}
$$

we have

$$
\begin{aligned}
& \sum_{(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}) \in T\left(P_{\bar{A} \bar{S} O X Y Y}\right)} \operatorname{Pr}\{\mathbf{A}(1)=\mathbf{a}, \mathbf{S}=\mathbf{s}, \mathbf{U}=\mathbf{u}, \mathbf{X}=\mathbf{x}, \mathbf{Y}=\mathbf{y}\} \\
& =\sum_{\mathbf{a} \in T\left(P_{\bar{A}}\right)} P_{A^{n}}(\mathbf{a}) \sum_{\mathbf{s} \in T\left(P_{\bar{S}|\bar{A}|} \mid \mathbf{a}\right)} P_{S \mid A}^{n}(\mathbf{s} \mid \mathbf{a}) \sum_{\mathbf{u} \in T\left(P_{P|\bar{Q}| \bar{A}} \mid \mathbf{s}, \mathbf{a}\right)} P_{P^{n} \mid S^{n} A^{n}}(\mathbf{u} \mid \mathbf{s}, \mathbf{a})
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(\text { a) }}{\leq} 1 \times \exp \left\{-n D\left(P_{\bar{S} \mid \bar{A}} \| P_{S \mid A} \mid P_{\bar{A}}\right)\right\} \times 1 \times 1 \\
& \times \exp \left\{-n D\left(P_{\bar{Y} \mid \bar{X} \bar{S}} \| P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)\right\} \\
& =\exp \left\{-n\left(D\left(P_{\bar{S} \mid \bar{A}} \| P_{S \mid A} \mid P_{\bar{A}}\right)+D\left(P_{\bar{Y} \mid \bar{X} \bar{S}}| | P_{Y \mid X X} \mid P_{\bar{S} \bar{X}}\right)\right)\right\}, \tag{14}
\end{align*}
$$

where (a) comes from 2) and 3) of Lemma 1. On the other hand, for any $(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}) \in T\left(P_{\bar{A} \bar{S} \bar{U} \bar{X} \bar{Y}}\right)$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{\mathscr{E}_{1}^{\prime} \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right) \\
& \quad=\operatorname{Pr}\left\{{ }^{( } m^{\prime} \in \mathscr{M}_{n},{ }^{\exists} P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right),{ }^{\exists} l^{\prime} \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)\right. \\
& \quad \text { such that } m^{\prime} \neq 1, I\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right) ; \mathbf{y}\right)-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \\
& \quad \geq I(\mathbf{a}, \mathbf{U}(l, 1) ; \mathbf{y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \\
& \quad \text { for all } P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right) \text { and } l \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \\
& \left.\quad \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\} \\
& \quad \leq \operatorname{Pr}\left\{{ }^{\exists} m^{\prime} \in \mathscr{M}_{n},{ }^{\exists} P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}},{ }^{\exists} l^{\prime} \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)\right.\right. \\
& \quad \operatorname{such} \text { that } m^{\prime} \neq 1, I\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right) ; \mathbf{y}\right)-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \\
& \quad \geq I(\mathbf{a}, \mathbf{U}(l, 1) ; \mathbf{y})-\bar{R}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right) \text { for all } l \in \overline{\mathscr{M}}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right) \\
& \left.\mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\}
\end{aligned}
$$

(a)
${ }^{(a)} \operatorname{Pr}\left\{{ }^{\exists} m^{\prime} \in \mathscr{M}_{n},{ }^{\exists} P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right),{ }^{\exists}{ }^{\prime}{ }^{\prime} \in \overline{\mathscr{M}}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)\right.$ such that $m^{\prime} \neq 1, I\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right) ; \mathbf{y}\right)-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)$
$\left.\geq I(\mathbf{a}, \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\mathbf{s} \mathbf{a}}\right) \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\}$


$$
\left.-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \geq I(\mathbf{a}, \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right) \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\}
$$

where (a) comes from the fact that there exists $l \in \overline{\mathscr{M}}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right.$ such that $I(\mathbf{a}, \mathbf{U}(l, 1) ; \mathbf{y})=I(\mathbf{a}, \mathbf{u} ; \mathbf{y})$ due to the condition of $\mathscr{E}_{1}^{c}$. Let us define

$$
\begin{aligned}
\mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right) \triangleq & \left\{\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in T\left(P_{\bar{A} \bar{U}^{\prime}}\right): I\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime} ; \mathbf{y}\right)\right. \\
& \left.-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \geq I(\mathbf{a}, \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right)\right\},
\end{aligned}
$$

where

$$
P_{\bar{A} \bar{U}^{\prime}}(a, u)=P_{\bar{A}}(a) \sum_{s \in \mathscr{S}} P_{\bar{S}^{\prime} \mid \bar{A}}(s \mid a) P_{\bar{U} \mid \bar{S} \bar{A}}(u \mid s, a)
$$

We also define the corresponding set of conditional types

$$
\begin{align*}
& \mathscr{T}_{n}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right) \\
& \triangleq\left\{P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \in \mathscr{W}_{n}\left(\mathscr{A} \times \mathscr{U} \mid P_{\mathbf{y}}\right):\right. \\
& \sum_{y \in \mathscr{Y}} P_{\mathbf{y}}(y) P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}}(a, u \mid y)=P_{\bar{A} \bar{U}^{\prime}}(a, u) \\
&\left.I\left(\bar{A}, \bar{U}^{\prime} ; \bar{Y}\right)-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \geq I(\mathbf{a}, \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right)\right\} \tag{15}
\end{align*}
$$

where the triple of RVs $\left(\bar{A}, \bar{U}^{\prime}, \bar{Y}\right)$ is drawn from $P_{\bar{A} \bar{U}^{\prime} \bar{Y}}=$ $P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \cdot P_{\mathbf{y}}$. Then, we have

$$
\mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)=\bigcup_{P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \in \mathscr{T}_{n}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)} T\left(P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \mid \mathbf{y}\right)
$$

Thus, we have

$$
\begin{aligned}
\operatorname{Pr} & \left\{I\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right) ; \mathbf{y}\right)-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)\right. \\
& \geq I(\mathbf{a}, \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \mid \mathscr{\mathscr { E } _ { 1 } ^ { c } , \mathbf { a } , \mathbf { s } , \mathbf { u } , \mathbf { x } , \mathbf { y } \}} \\
= & \sum_{\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in \mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)} \operatorname{Pr}\left\{\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right)\right)=\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \mid \mathscr{E}_{1}^{c}\right.
\end{aligned}
$$

## $\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\}$

$$
\begin{aligned}
& \stackrel{(\mathrm{a})}{=} \sum_{\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in \mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)} \operatorname{Pr}\left\{\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right)\right)=\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right)\right\} \\
& =\sum_{\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in \mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)} \operatorname{Pr}\left\{\mathbf{A}\left(m^{\prime}\right)=\mathbf{a}^{\prime}\right\} \\
& \quad \times \operatorname{Pr}\left\{\mathbf{U}\left(l^{\prime}, m^{\prime}\right)=\mathbf{u}^{\prime} \mid \mathbf{A}\left(m^{\prime}\right)=\mathbf{a}^{\prime}\right\} \\
& =\sum_{\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in \mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\left.\bar{S}^{\prime} \mid \bar{A}\right)}\right)} \frac{1}{\left|T\left(P_{\bar{A}}\right)\right|} \frac{1}{\left|T\left(P_{\bar{U}^{\prime} \mid \bar{A}} \mid \mathbf{a}^{\prime}\right)\right|} \\
& \stackrel{1}{=} \sum_{\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in \mathscr{E}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\left.\bar{S}^{\prime} \mid \bar{A}\right)}\right)} \frac{1}{\left|T\left(P_{\bar{A} \bar{U}^{\prime}}\right)\right|}
\end{aligned}
$$

$$
=\sum_{P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \in \mathscr{T}_{n}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)\left(\mathbf{a}^{\prime}, \mathbf{u}^{\prime}\right) \in T\left(P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \mid \mathbf{y}\right)} \frac{1}{\left|T\left(P_{\bar{A} \bar{U}^{\prime}}\right)\right|}
$$

$$
=\sum_{P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \in \mathscr{T}_{n}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)} \frac{\left|T\left(P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \mid \mathbf{y}\right)\right|}{\left|T\left(P_{\bar{A} \bar{U}^{\prime}}\right)\right|}
$$

$$
\stackrel{(\mathrm{c})}{\leq} \sum_{P_{\bar{A} \bar{U}^{\prime} \mid \bar{Y}} \in \mathscr{T}_{n}\left(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{y}, P_{\bar{S}^{\prime} \mid \bar{A}}\right)}(n+1)^{|\mathscr{A}||\mathscr{U}|} \exp \left\{-n I\left(\bar{A}, \bar{U}^{\prime} ; \bar{Y}\right)\right\}
$$

$$
\stackrel{(\mathrm{d})}{\leq} \exp \left\{-n\left(I(\mathbf{a}, \mathbf{u} ; \mathbf{y})-\bar{R}_{n}\left(P_{\mathbf{s} \mid \mathbf{a}}\right)+\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)-\delta_{n}^{(2)}\right)\right\}
$$

where (a) comes from the fact that $m^{\prime} \neq 1$, (b) comes from the fact that since $\left|T\left(P_{\bar{U}^{\prime} \mid \bar{A}} \mid \mathbf{a}^{\prime}\right)\right|$ only depends on $P_{\bar{A}}$ and $P_{\bar{U}^{\prime} \mid \bar{A}}$,

$$
\begin{aligned}
\left|T\left(P_{\bar{A} \bar{U}^{\prime}}\right)\right| & =\left|\left\{(\mathbf{a}, \mathbf{u}): \mathbf{a} \in T\left(P_{\bar{A}}\right), \mathbf{u} \in T\left(P_{\bar{U}^{\prime} \mid \bar{A}} \mid \mathbf{a}\right)\right\}\right| \\
& \left.=\left|T\left(P_{\bar{A}}\right)\right| \mid T\left(P_{\bar{U}^{\prime} \mid \bar{A}} \mid \mathbf{a}^{\prime}\right)\right\} \mid
\end{aligned}
$$

(c) comes from 2) of Lemma 1, (d) comes from the definition (15) and 1) of Lemma 1, and

$$
\delta_{n}^{(2)}=\frac{|\mathscr{A}||\mathscr{U}|(|\mathscr{Y}|+1) \log (n+1)}{n}
$$

Thus, for any $(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}) \in T\left(P_{\bar{A} \bar{S} \bar{U} \bar{X} \bar{Y}}\right)$, we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\mathscr{E}_{1}^{\prime} \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\} \\
& \leq \sum_{\substack{m^{\prime} \in \mathscr{M}_{n}: \\
m^{\prime} \neq 1}} \sum_{P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \sum_{l^{\prime} \in \mathscr{M}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)} \operatorname{Pr}\left\{I\left(\mathbf{A}\left(m^{\prime}\right), \mathbf{U}\left(l^{\prime}, m^{\prime}\right) ; \mathbf{y}\right)\right. \\
& \left.-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right) \geq I(\bar{A}, \bar{U} ; \bar{Y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right) \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\} \\
& \leq \sum_{\substack{m^{\prime} \in \mathscr{M}_{n}: \\
m^{\prime} \neq 1}} \sum_{P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \sum_{l^{\prime} \in \mathscr{M}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)} \exp \{-n(I(\bar{A}, \bar{U} ; \bar{Y}) \\
& \left.\left.-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)+\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)-\delta_{n}^{(2)}\right)\right\} \\
& \leq \max _{P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W _ { n }}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \exp \left\{-n\left(I(\bar{A}, \bar{U} ; \bar{Y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)+\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)\right.\right. \\
& \left.\left.-\bar{R}_{n}\left(P_{\bar{S}^{\prime} \mid \bar{A}}\right)-R_{n}-\delta_{n}^{(3)}\right)\right\} \\
& =\max _{P_{\bar{S}^{\prime} \mid \bar{A}} \in \mathscr{W} n\left(\mathscr{S} \mid P_{\bar{A}}\right)} \exp \left\{-n\left(I(\bar{A}, \bar{U} ; \bar{Y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)-R_{n}-\delta_{n}^{(3)}\right)\right\} \\
& =\exp \left\{-n\left(I(\bar{A}, \bar{U} ; \bar{Y})-\bar{R}_{n}\left(P_{\bar{S} \mid \bar{A}}\right)-R_{n}-\delta_{n}^{(3)}\right)\right\} \\
& \leq 2 \exp \left\{-n\left(I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R_{n}-\delta-\delta_{n}^{(3)}\right)\right\}, \tag{16}
\end{align*}
$$

where

$$
\delta_{n}^{(3)}=\delta_{n}^{(2)}+\frac{|\mathscr{A} \| \mathscr{S}| \log (n+1)}{n}
$$

By combing (7), (8), (9), (14), and (16), we have

$$
\begin{aligned}
\bar{\varepsilon}_{n} \leq & \exp \left\{-\exp \left\{n\left(\delta-\delta_{n}^{(1)}\right)\right\}\right\} \\
& +\sum_{(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y})} \operatorname{Pr}\{\mathbf{A}(1)=\mathbf{a}, \mathbf{S}=\mathbf{s}, \mathbf{U}=\mathbf{u}, \mathbf{X}=\mathbf{x}, \mathbf{Y}=\mathbf{y}\} \\
& \left.\times \operatorname{Pr}\left\{\mathscr{E}_{1}^{\prime} \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\}\right) \\
\stackrel{(\mathrm{a})}{=} & \exp \left\{-\exp \left\{n\left(\delta-\delta_{n}^{(1)}\right)\right\}\right\}+\sum_{P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \\
& \times \sum_{P_{\bar{Y} \mid \bar{X} \bar{S}} \in \mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{S} \bar{X}}\right)(\mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}) \in T\left(P_{\bar{A} \bar{S} \bar{U} \bar{X} \bar{Y}}\right)} \\
& \times \operatorname{Pr}\{\mathbf{A}(1)=\mathbf{a}, \mathbf{S}=\mathbf{s}, \mathbf{U}=\mathbf{u}, \mathbf{X}=\mathbf{x}, \mathbf{Y}=\mathbf{y}\} \\
& \left.\times \operatorname{Pr}\left\{\mathscr{E}_{1}^{\prime} \mid \mathscr{E}_{1}^{c}, \mathbf{a}, \mathbf{s}, \mathbf{u}, \mathbf{x}, \mathbf{y}\right\}\right) \\
\leq & \exp \left\{-\exp \left\{n\left(\delta-\delta_{n}^{(1)}\right)\right\}\right\}+(n+1)^{|\mathscr{A}||\mathscr{S}|(1+|\mathscr{S}\|\mathscr{X}\| \mathscr{Y}|)}
\end{aligned}
$$

$$
\begin{align*}
& \times 2 \exp \left\{-n \min _{P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \min _{\bar{Y} \mid \bar{X} \bar{S}} \in \mathscr{W}_{n}\left(\mathscr{Y} \mid P_{\bar{S} \bar{X}}\right)\right. \\
& \times\left[D\left(P_{\bar{S} \mid \bar{A}}| | P_{S \mid A} \mid P_{\bar{A}}\right)+D\left(P_{\bar{Y} \mid \bar{X} \bar{S}}| | P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)\right. \\
& \left.\left.+\left|I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R_{n}-\delta-\delta_{n}^{(3)}\right|^{+}\right]\right\}, \tag{17}
\end{align*}
$$

where (a) comes from (10)-(12), and $P_{\bar{A} \bar{S} \bar{U} \bar{X} \bar{Y}}$ is characterized by (13). Since (17) holds for any fixed $\delta>0$ and $P_{\bar{A}} \in \mathscr{P}(\mathscr{A})$, and any fixed $P_{\bar{U} \mid \bar{S} \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{U} \mid P_{\bar{A}} \cdot P_{\bar{S} \mid \bar{A}}\right)$ and $\bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}$ which are dependent on $P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)$, we can choose them in order to optimize the upper bound of the error probability. Hence, for any $\varepsilon>0$ and sufficiently large $n$, there exists a code $\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right)$ such that

$$
\begin{aligned}
& \varepsilon_{n}\left(f_{\mathrm{A}}^{n}, f_{\mathrm{C}}^{n}, \varphi_{n}\right) \\
& \leq \exp \left\{-n \max _{P_{\bar{A}} \in \mathscr{P}_{n}(\mathscr{A})} \min _{P_{\bar{S} \mid \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{S} \mid P_{\bar{A}}\right)} \max _{P_{\bar{U} \mid \bar{S} \bar{A}} \in \mathscr{W}_{n}\left(\mathscr{U} \mid P_{\bar{A} \bar{S}}\right) \bar{f}: \mathscr{U} \times \mathscr{S} \rightarrow \mathscr{X}} \max \quad \min _{P_{\bar{Y} \mid \bar{X} \bar{S}} \in \mathscr{\mathscr { W } _ { n } ( \mathscr { Y } | P _ { \overline { S } } )}}\left[D\left(P_{\bar{S} \mid \bar{A}} \| P_{S \mid A} \mid P_{\bar{A}}\right)+D\left(P_{\bar{Y} \mid \bar{X} \bar{S}} \| P_{Y \mid X S} \mid P_{\bar{S} \bar{X}}\right)\right.\right. \\
& \left.\left.\quad+\left|I(\bar{A}, \bar{U} ; \bar{Y})-I(\bar{U} ; \bar{S} \mid \bar{A})-R_{n}-\varepsilon\right|^{+}\right]\right\} .
\end{aligned}
$$

This completes the proof of Theorem 2.

## 5. Conclusion

In this paper, we have dealt with channels with actiondependent states, and derived an exponential error bound in Theorem 2. Then, we have shown that when the channel has a unique state, the error exponent of the obtained upper bound coincides with the well-known random coding error exponent. We also have shown that when any action cannot affect any states, the error exponent of the obtained upper bound coincides with the error exponent of Somekh-Baruch and Merhav [10, $\left.\tilde{E}_{2}(R)\right]$. As for a future research, we will investigate a lower bound of the error probability, and compare it with our obtained upper bound. We will also compute the error exponent for Gaussian channels.
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