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#### Abstract

SUMMARY AC conversion has a huge variety of applications and so there are many ongoing research topics as in every type of power electronic conversion. New semiconductors allow the increase of the switching frequency fact that brings a whole new prospective improvement in converter's operation. Many other possible nonlinear operation regimes, including period doubling and chaotic oscillations, appear besides the conventional steady state operation. In this work, a nonlinear discrete-time model of an AC/AC buck type converter is proposed. A discrete time iterative map is derived to highlight the sensitive switching dynamics. The model is able to observe fast scale phenomena and short transient effects. It offers more information compared to other methods such as the averaging ones. According to Electro-Magnetic Compatibility (EMC) regulations, low wide-band noise is more acceptable than the high narrowband, therefore the goal of this work is to spread the harmonic noise into a wide frequency spectrum which has lower amplitudes compared to the conventional comb-like spectrum with distinctive amplitudes at switching frequency multiples. Through the numerical and experimental consideration the converter can operate in a chaotic motion and the advantages of the performance improvement are also discussed. key words: AC/AC converter, nonlinear dynamics, bifurcation, chaos, feedback control, harmonics, EMC, iterative map


## 1. Introduction

The developments and achievements of nonlinear theory in the power electronics field raise the interest and the possibility of a new era of power converters [1]. For many years researchers have also dealt with the problem of harmonic elimination as for example in [2]-[5]. In particular much research has been done, covering in depth many operations of the so called PWM AC voltage controller. It is already known that this type of converter has superior characteristics compared to the lower quality phase-controlled one [6]. It can be used in static ac switches, soft starters, windturbine systems, lighting control, industrial heating systems, compensation of unbalanced supplies, and so on. From the viewpoint of applications, it is obvious that its research field becomes wider and hasn't yet been fully investigated.

When designing a converter, the switching frequency, semiconductor choice, and control design must be well adjusted [7]-[10]. In this report, the feedback gain and switching frequency are focused for discussion. Previous research has already discussed the possibility of variable gain control methods pointing the advantages such as faster transient response, better regulation characteristics, and so on [11],

[^0][12]. In the last decades the wide-spread frequency spectrums have been explored at specific operational regimes of system with switching, for example when it operates chaotically [13]. The power converter also has a possibility of the noise reduction by this method. Such behavior brings results with better EMC (Electro-Magnetic Compatibility) and improved agility [14], [15]. The EMC regulations request wide-band noise than narrow-band. Therefore it is of great importance if, for example, the switching harmonics could be spread in a wide frequency range with small amplitudes rather than having distinctive high peaks.

In this paper, the iterative map derivation along with the control description gives the formula for the converter discrete-time model. By deriving this model we are exploiting the advantages of this method in order to show the behavior of switching dynamics for an AC/AC converter implemented with bidirectional switches, LC filter and load. Moreover, all the nonlinearities such as period doubling and chaotic operation are described through bifurcation diagrams and Lyapunov exponents. Last but not least, the experimental approach and a discussion about it will support the validity of the mathematical model and will show the potential for application realisation. Including this introduction, this work consists of six sections. Section 2 describes in brief the iterative map derivation and the control technique. In Sect. 3, the switching frequency and feedback gain impact are analyzed and in the following Sect. 4 , the chaotic confirmation analysis is presented. Section 5 is the presentation of the experimental results and a small discussion based on these ones. Finally, the last section concludes this report by summarizing.

## 2. Iterative Map and Control Description

The AC/AC converter requests the current to flow in both directions, therefore bidirectional switches are used. In experiments, two power Mosfets with their sources connected form a bidirectional switch. In the simulation, ideal switches have been used without loss of generality. This paper introduces a nonlinear model with difference equations in order to solve its dynamics. The basic idea is to solve the differential equations of the converter using a discrete time iterative map. The converter under investigation is presented in Fig. 1 and obeys the unified differential equation system of Eq. (1). The dynamic system state variables are the capacitor $(C)$ voltage and inductance $(L)$ current. $E$ is the input voltage of the circuit and $R$ represents the load. The switch-


Fig. $1 \quad \mathrm{AC} / \mathrm{AC}$ converter topology with ideal bidirectional switches.
ing variable $s$ represents the on state at $s=1$ and off state at $s=0$, respectively. The on state represents the time duration when the source is feeding the load with power and the off state when the freewheeling current flows through $\mathrm{SW}_{2}$. Based on the iterative map, the behavior from one to the next switching cycle can be described.

$$
\begin{align*}
& \left\{\begin{array}{l}
L \frac{\mathrm{~d} i}{\mathrm{~d} t}=s E-u \\
C \frac{\mathrm{~d} u}{\mathrm{~d} t}=i-\frac{u}{R}
\end{array}\right.  \tag{1}\\
& i_{1}(t)=f\left(u\left(t_{n}\right), i\left(t_{n}\right),\left(t-t_{n}\right)\right)  \tag{2}\\
& i_{2}(t)=g\left(u\left(t_{n^{\prime}}\right), i\left(t_{n^{\prime}}\right),\left(t-t_{n^{\prime}}\right)\right) \tag{3}
\end{align*} d_{n}=D-k\left(u_{n}-V_{r e f}\right), ~ \$
$$

A complete switching period happens every $\left(t_{n}, t_{n+1}\right)$, where $n \in \mathbb{N}^{+}$. Let $t_{n^{\prime}}$ be the arbitrary moment the switching happens. Assume without harming the generality of the problem that $\mathrm{SW}_{1}$ is off and $\mathrm{SW}_{2}$ is on for $t_{n}<t<t_{n^{\prime}}$ and vice versa for the rest of the switching period $\left(t_{n^{\prime}}<t<t_{n+1}\right)$. Solving the differential equation when $s=0$ for the $\left[t_{n}, t_{n^{\prime}}\right)$ interval Eq. (2) is derived. The solution during the interval [ $t_{n^{\prime}}, t_{n+1}$ ) has the form of Eq. (3). The same procedure is followed for the other state variable of the problem. Therefore, the following description is devoted only to one state variable, the inductance current.

The key point here is to achieve one and only relation by using Eqs. (2) and (3). This relation has to be independent from the arbitrary switching time $t_{n^{\prime}}$, and the continuous time $t$. Therefore, wherever there is $t$ in Eq. (3) is replaced by $t_{n+1}$, and the difference $t_{n+1}-t_{n^{\prime}}$ is equal to $d T$, where $d$ denotes the duty cycle and $T$ the switching period. At this moment, $i\left(t_{n+1}\right)$ is described from the duty cycle $d$ and the values of $i\left(t_{n^{\prime}}\right)$ and $u\left(t_{n^{\prime}}\right)$. These two values can now be found using Eq. (2) by replacing $t$ with $t_{n^{\prime}}$. The difference $t_{n^{\prime}}-t_{n}$ is equal to $(1-d) T$. Thus the formula which describes the next value of current with the previous one without the interference of the arbitrary switching moment is finally succeeded. In other words, a difference equation is derived of the form $\boldsymbol{x}_{n+1}=q\left(\boldsymbol{x}_{n}, d_{n}\right)$, where $\boldsymbol{x}$ is the vector of the state variables and $d_{n}$ is governed by Eq. (4). It can be illustrated by the proportional feedback control layout at Fig. 2. $D$ denotes the steady state duty cycle, $k$ the feedback gain, $V_{r e f}$ the reference voltage, and $d_{n}$ the (instant) duty cycle. The actual instant duty cycle $\left(d_{n}\right)$ is variable. According to the difference between the output and reference voltage,


Fig. 2 Control configuration of feedback regulator.


Fig. 3 Current in steady state (a) and its frequency spectrum (b). Current contains the fundamental, switching harmonics and switching noise.
in every switching cycle, the duty cycle is decided.
It should be noted that the duty cycle function is limited between $[0,1]$. By this algebraically demanding process, a discrete time iterative map is achieved for the system of Eq. (1). This iterative formula describes the cyclic operation between the two circuit topologies, which repeat themselves (on and off states) according to the equivalent duty cycle signal described above. A more representative way of the mathematical process is given in the Appendix but the details of an extensive description of the iterative map derivation process are explained in [16]. Although this is a simple mathematical model, this repetition of the different circuit topologies is the main responsible factor that destroys the smoothness of the dynamics and causes nonlinear phenomena [17].

## 3. Switching Frequency Impact in Steady State

As mentioned in the beginning, switching frequency is an important factor for every converter. Figure 3 shows the result of inductor's current in the steady state. The switching harmonics are multiples of the switching frequency with decaying amplitude as the order of switching frequency harmonic increases. The same behavior is observed in the experiment, too. It is also observed that, as the switching frequency increases, the current harmonics become smaller. They can be easily attenuated since high frequency harmonics require smaller filters. The whole idea is presented in Fig. 4. The vertical axis is the ratio of the biggest switching harmonic over the fundamental one. It is obvious that under this kind of operation the low switching frequencies offer big amplitude harmonics. Therefore, it will be of great importance if these harmonics could be spread to higher wideband frequencies with lower amplitudes. It is worth mentioning here, that in the experimental results for switching frequencies higher of 80 kHz prototype Silicon Carbide TMosfets are used since Silicon devices are not capable to operate in these higher frequency regions.

In addition, the duty cycle of the converter ( $d$ ) follows the steady state duty cycle $(D)$ with more accuracy when


Fig. 4 Switching harmonics are getting smaller as switching frequency increases during steady state.


Fig. 5 Duty cycle (d) follows the steady state duty cycle (D) better in higher switching frequencies. Blue graph is for 15 kHz and the red one is for 50 kHz .
the switching frequency increases. In Fig. 5 the duty cycle is presented for two switching frequencies in the simulation and the experiment. It is clear that the deviation from the steady state duty cycle becomes smaller as the switching frequency increases. In detail, the steady state duty cycle was set to $D=0.6$. The figure shows that at the lower switching frequency the duty cycle $d$ follows $D$ in a wider value range.

In this section, we summarized the advantages of the classical steady state of AC/AC converter. Instead, the disadvantages of this operation should be the motive for further research and how they can be avoided with the help of nonlinear dynamics. In the next section, the chaotic operation will be proven numerically and how this operation can boost the converter performance eliminating the prementioned disadvantages.

## 4. Test for Chaos and Performance Improvement

In this section, the chaotic behavior will be qualitatively and quantitatively described. This behavior appears in particular with high feedback gain operation which is desired in order to make sure that the output signal will follow the reference signal as precisely as possible [18]. Figure 6 shows the dependence of one state variable versus the controllable parameter, which is the gain of the feedback control. Suppose that the steady state signal oscillates with the fundamental frequency within the interval $[-1,1]$. Each measurement in the bifurcation diagram is taken for every gain value from the equivalent time series around a very small time interval in the $n+1$ switching cycle when the transient response remains until the $n$th cycle. In this data acquisition this small time interval corresponds to the condition that the signal has


Fig. 6 The dependence on the controllable parameter is qualitatively described by its bifurcation diagram.


Fig. 7 Iterative plots for current and voltage during the chaotic operation. The predominant frequencies form distinctive lines among the chaotic data.
the maximum negative value -1 . For each gain value we gather the data at the peak. In the steady state all the data are almost near to -1 . This can be seen in the bifurcation diagram for the low gain values. As the diagram shows, increasing the gain value brings a period- 1 solution until gain $k \approx 1.53 \mathrm{E}-1$. Then a series of period doubling bifurcations undergoes until gain reaches the value of around $2 \mathrm{E}-1$ where 4 chaotic bands exist which are merging into two and finally into one chaotic band bounded to the maximum limits. In fact, these bifurcations happen because of the topological sequence change in the converter. In every switching converter boundaries exist between continuous and discontinuous modes of operation as mentioned in [16]. In other words these non-smooth border-collision bifurcations occur because of the circuit structural alteration in every switching cycle. Moreover, some windows of period-3 and period-4 periodicity are obvious. Some bifurcation veils are also visible declaring the regions where the orbits are most probable. By this diagram, the mechanism that drives the operation of the converter from period- 1 to multiple period operation to chaotic operation is isolated and described. In other words, here, the dynamic system's dependence on the controllable parameter is qualitatively demonstrated. It should be mentioned that the RLC parameters used for the simulations are $50 \Omega, 0.45 \mathrm{mH}$, and $33 \mu \mathrm{~F}$ respectively.

In Fig. 7 the iterative plots of current and voltage are shown during these chaotic oscillations. The iterative plots cover all the area because of the random oscillations. They are unable to be connected into an orbit that closes itself


Fig. 8 Responsible frequency for the power flow is mainly the fundamental one. Even the following biggest harmonic has five times smaller amplitude than the fundamental.


Fig. 9 Nonlinearity effect into the parameter space. The most blue area is period-1 solution while the brown one is chaotic. Even at high gains, period-1 solution can be succeeded by fine-tuning D. These areas form stable period-1 'rivers' between the 'islands' of chaotic operation.
but because of the predominant frequencies specific lines can be distinguished through these graphs. These lines are formed mainly because of the fundamental frequency and this is proven by the power spectrum at Fig. 8. It is clear that the level of wide-band noise is minimum compared to the fundamental and even the biggest harmonic is around five times smaller than the fundamental. Thus, an operation during which the fundamental frequency is the responsible one for the power flow is succeeded.

Steady state duty cycle $(D)$ is also a parameter which governs the change of steady state. Converters usually change their duty cycle when load is changing, some transient effect takes place etc. In Fig. 9 the different dynamical modes of the operation are geometrically plotted in the parameter space $D$ and $k$. The 'nonlinearity density' is presented via the coloring. It starts from the blue area which denotes the stable period- 1 solution and goes until the brown one which is the chaotic region. The number of possible states is depicted via the discrete color-map. The middle stages, the period doubling process, are not very clear since as we described before this is just a qualitative separation of the nonlinear regions. In detail, for every pair of ( $\mathrm{D}, \mathrm{k}$ ) the simulation result is saved. Then, the higher number of periods the signal contains the closer to the brown color the equivalent area will be. Therefore, the most chaotic regions will have the brown color and the period- 1 solution will have the blue one. As a result this 'nonlinearity density' can be determined. As it was expected in the low gain regions there are stable period operations and at high gains the complexity of the operation is increased dramatically. Another interesting observation is that although the high gain causes chaotic


Fig. 10 Voltage time series for two very close initial conditions. After a short period of time the two trajectories are completely different.


Fig. 11 Left the exponential divergence from two initial conditions and right the calculation for the largest Lyapunov exponent. It can be found from the slope in the beginning of the figure.
operation there are certain areas, let's call them here 'rivers', where stable period operation can be succeeded. Even if the gain has to remain in high values, there is still possibility of stable operation along these 'rivers', meaning by fine adjustment of the steady state duty cycle. Figure 9 is a conspicuous description of the complex impact nonlinear dynamics can generate. Fast and accurate control can switch appropriately to the optimized operation by moving along into the parameter space.

One other test is the sensitiveness to the initial conditions. In Fig. 10 two time series are plotted together. The blue one is for zero initial conditions and the red one is for slightly bigger ones (1e-7). The horizontal axis has a logarithmic scale in order to show the behavior more clearly. In the beginning, the two trajectories exactly follow the same path, soon one of them seems to be a bit faster. Finally, it is obvious that the trajectories are completely different, always bounded to the limits of the oscillation. In Fig. 11 the divergence growth between those two trajectories is depicted on the left part of the figure. It can be noticed that the difference between the two orbits never converges to minimum again. The two time series, even bounded to the same limits, they are completely different. The right part of Fig. 11 is the calculation of the largest Lyapunov exponent (LLE) of these chaotic time series. The first method to calculate the LLE is the Rosenstein algorithm [19] which is based on the reconstruction of the attractor dynamics from a single time series by embedding this time series into its embedded dimensional phase space, lagging a specific amount of time units. Only from the first few points we can take the LLE estimation since as the algorithm continues the data reconverge and the slope falls to zero. If the calculated slope is
estimated in a least square sense the result for the LLE is 0.547 . In order to verify more whether the result is chaotic or not the TISEAN [20] toolbox is used as well, giving a result of the LLE at 0.576 . Although the two numbers are not exactly the same since different algorithms and procedures were implemented, it is verified that the LLE is a positive number giving the quantitative characteristics of our chaotic time series.

The practical side of all the above is that a converter can work in this chaotic region. With the proper control it will have a stable state and also the power flow will be concentrated to the fundamental frequency. In other words the harmonic content will be at minimum. This will bring great advantages especially when the switching frequency should remain at low levels since according to Fig. 4 with the classical approach, the low switching frequencies bring great amount of harmonics. Instead, chaotic operation along with suitable control could fix the prementioned problem. Therefore, a wider range of operation arises for fast-response and more agile power $\mathrm{AC} / \mathrm{AC}$ converters.

## 5. Experimental Results and Discussion

In Fig. 12 experimental phase portraits are presented. In Fig. 12(a) the circle depicts the base frequency (fundamental) and the curly behavior is caused by the switching impact. RLC parameters are the same as in simulations. The data have been averaged in order to have a better view but there is a small loss of amplitude information. The feedback gain was set at 0.1. In Fig. 12(b) there is a small extra circle in the phase portrait when the gain was increased at 0.13 . From the data analysis it is found that there is also the 2 nd harmonic except for the fundamental and switching harmonics. Thus, the converter is driven to a period-2 operation. Moreover at $k=0.17$ a period- 3 operation appears as it is shown in Fig. 12(c). The graph for the current against the derivative of the current is also plotted in Fig. 12(d) in order to show more clearly this operation. There is a small


Fig. 12 Experimental phase portraits. Steady state is observed in (a) with the main circle representing the base line frequency and the curly behavior because of the switching frequency. Period- 2 solution at (b) and period- 3 at (c). (d) shows clearly the period-3 by plotting the current versus its derivative. Period-3 has higher order harmonics and a reduced overall amplitude than period-2.
discrepancy with the simulation results which may be due to the fact that in the simulations parasitic effects and resistances from the semiconductors haven't been taken under consideration.

Two important phase portraits are shown in Fig. 13. They were succeeded in higher gain regions and it was noticed that semi-periodic random oscillations occurred. The left subfigure presents bilateral random oscillations in unexpected moments while in the right one there is a specific time in every cycle during which there is a different period every time and therefore it makes a unilateral semiperiodicity. This might happen because of grazing phenomena [18] driving the operation to a multi-period solution. It is worth noting that in the bilateral solution, duty cycle saturation was noticed fact that origins from nonlinearity. This duty cycle saturating nonlinearity was observed in the simulations, too. This fact ensures the border collision case since such kind of nonlinearity is also one of the basic causes for border collision bifurcations.

At period 2 and 3 operations it is the lower harmonics that cause this behavior. In the chaotic oscillations of the numerical results there is a broadband spectrum. In other words there are many frequencies contained in the signal. In [14] there is a comparison of a comb-like spectrum and a broadband chaotic spectrum. It was concluded that the broadband spectrum brought a significant reduction of harmonics in the converter operation.

In our work, period-2 operation contains the 2 nd harmonic with $52.7 \%$ the amplitude of the fundamental, 3rd one with $14.7 \%$, 4th one with $11.6 \%$ and 5th one with $7.6 \%$. These numbers along with period- 3 orbit and the semi-periodic solutions are summarized in Table 1. In just one higher order of period-n operation, an amplitude reduction of the harmonics is achieved and also the main harmonics are shifted to higher orders. If the inverses of harmonic orders are used as weights a $64.22 \%$ harmonic reduction is estimated between period 2 and 3 operations. The unilateral semi-periodic solution appears a reduction of harmonics at $68.69 \%$ and the bilateral semi-periodic one is at $32.44 \%$ compared with period-2 solution. The double-sided semiperiodic one has an evenly distributed harmonic spectrum and only the third harmonic is quite big. If this main har-


Fig. 13 Semi-periodic random oscillations in experiment. The right one is called unilateral semi-periodic solution because the randomness happens in one side of the main circle path when the gain $k$ was set at 0.25 . The left one is called bilateral (or multilateral) because the extra periods are all over the fundamental circle $(k=0.3)$.

Table 1 Harmonics amplitudes during period 2 and 3 (\% of the fundamental). Higher order semi-periodic solutions were also observed (unilateral and bilateral). At higher periods, shifting to higher harmonic orders and lower amplitudes is expected. The semi-periodic random solutions have smaller harmonic amplitudes except the third harmonic in the bilateral solution.

| Period No. | 2nd | 3rd | 4th | 5th |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $52.7 \%$ | $14.7 \%$ | $11.6 \%$ | $7.6 \%$ |
| 3 | $0 \%$ | $43 \%$ | $0 \%$ | $10 \%$ |
| unilateral | $13.4 \%$ | $11.1 \%$ | $9.1 \%$ | $8.1 \%$ |
| bilateral | $9 \%$ | $65.5 \%$ | $11.1 \%$ | $8.7 \%$ |



Fig. 14 (a) Unilateral solution spectrum and (b) bilateral solution spectrum. In the bilateral solution there is a more wide and without spikes spectrum. Every harmonic greater than $1 \%$ of the fundamental amplitude is shown.
monic is not considered, like in 3-phase circuits, the sum of all the others is estimated less than $10 \%$ of harmonic contribution compared always with the period-2 solution. Therefore, there is a tendency of suppressing the low order and switching harmonics into a wide frequency area. Another approach to understand more the semi-periodic solutions is the frequency spectrums presented in Fig. 14. Figure 14(a) is for the unilateral solution and (b) for the bilateral one. The limits for the vertical axis have been set in such a way that only the greater harmonics of $1 \%$ of fundamental amplitude are shown. It is obvious that in the bilateral solution spectrum there is a much more broadband spectrum than the unilateral one and it is smoother, too. A final remark of the random oscillations is about their total harmonic distortion (THD). The unilateral solution has a THD equal to $4.9 \%$ while the bilateral's one is $4.3 \%$ without taking under consideration the third harmonic. These values meet the overall standards set by IEEE std. 519 - 1992. Applications and simple examples of these standards can be found in [21].

The problems of analogue approach made the period doubling operation data acquisition more difficult. Extreme caution must be paid also to the controllable parameters since as it was described in the previous section, the outcome varies significantly with minor parameter changes. For example, digital control allows accurate and high precision parameter choice, therefore moving along the various modes of Fig. 9, which are neighboring close to each other, will be an easier task. Nonlinear phenomena in AC/AC conversion are quite a new research area. Chaos and other instabilities especially in matrix converters can also be found in [22], [23].

## 6. Conclusion

The switching dynamics were studied through the derivation of a discrete time iterative map for the sake of revealing the possible operational regimes in the $\mathrm{AC} / \mathrm{AC}$ conversion. Periodic and chaotic wide range frequency oscillations were observed. The chaotic operation was confirmed through qualitative and quantitative procedures based on bifurcation diagrams and Lyapunov exponents, respectively.

The most important goal is to spread the switching impact at higher wide range frequencies, because on one hand it is easier to attenuate them and on the other hand because of the EMC regulations, which require broadband noise. Based on the numerical results it was proven that the power flow was mainly because of the fundamental line frequency. In the experiments multi-period random oscillations were also observed, confirming the numerical analysis. Therefore, there exists the possibility for a practical application of chaotic operated AC/AC converter design.

A fundamental proportional gain feedback control was used in order to investigate the dynamics behavior and also, the impact of high switching frequency was observed in the steady state. The filter current harmonics were getting of smaller amplitude as the switching frequency increased. High gain is obligatory in order to confirm a fast and agile converter operation but contrarily high gain brings great abnormalities due to nonlinearity and that was the main topic covered in this paper.

Future work should include the study of the behavior on transient state and also the ability to control the chaotic regimes by driving them to stable operations. In other words, operating under specific control mechanisms, the converter could switch easily and faster to other frequencies since the chaotic regimes contain many periodic states, thus a multi-frequency converter could also be succeeded.
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## Appendix: Iterative Map Details

More information will be given about the derivation of the iterative map in a more representative way. The switching variable $s$ takes two values in Eq. (1):

- $s=0$ :

This is called off state. During this state, $\mathrm{SW}_{1}$ is off and $\mathrm{SW}_{2}$ is on. After solving the system of equations, for the $\left[t_{n}, t_{n^{\prime}}\right.$ ) interval, the result for the current and voltage will be:

$$
\left\{\begin{array}{l}
i_{1}(t)=f_{1}\left(u\left(t_{n}\right), i\left(t_{n}\right),\left(t-t_{n}\right)\right) \\
u_{1}(t)=f_{2}\left(u\left(t_{n}\right), i\left(t_{n}\right),\left(t-t_{n}\right)\right)
\end{array}\right.
$$

Now we set in the above equations:
$t=t_{n^{\prime}}$
$t_{n^{\prime}}-t_{n}=(1-d) T$
and the result becomes:

$$
\left\{\begin{array}{l}
i_{1}\left(t_{n^{\prime}}\right)=f_{1}\left(u\left(t_{n}\right), i\left(t_{n}\right),((1-d) T)\right) \\
u_{1}\left(t_{n^{\prime}}\right)=f_{2}\left(u\left(t_{n}\right), i\left(t_{n}\right),((1-d) T)\right)
\end{array}\right.
$$

- $s=1$ :

This is called on state. During this state, $\mathrm{SW}_{1}$ is on and $\mathrm{SW}_{2}$ is off. The system of equations, for the $\left[t_{n^{\prime}}, t_{n+1}\right)$ interval, results in:

$$
\left\{\begin{array}{l}
i_{2}(t)=g_{1}\left(u\left(t_{n^{\prime}}\right), i\left(t_{n^{\prime}}\right),\left(t-t_{n^{\prime}}\right)\right) \\
u_{2}(t)=g_{2}\left(u\left(t_{n^{\prime}}\right), i\left(t_{n^{\prime}}\right),\left(t-t_{n^{\prime}}\right)\right)
\end{array}\right.
$$

Now we set in the above equations:
$t=t_{n+1}$
$t_{n+1}-t_{n^{\prime}}=d T$
and the result becomes:

$$
\left\{\begin{array}{l}
i_{2}\left(t_{n+1}\right)=g_{1}\left(u\left(t_{n^{\prime}}\right), i\left(t_{n^{\prime}}\right),(d T)\right) \\
u_{2}\left(t_{n+1}\right)=g_{2}\left(u\left(t_{n^{\prime}}\right), i\left(t_{n^{\prime}}\right),(d T)\right)
\end{array}\right.
$$

The arbitrary switching time $t_{n^{\prime}}$ is undesirable. Therefore, using Eq. (A• 2) $t_{n^{\prime}}$ can be eliminated in Eq. (A-4) and as a result the difference equation of the iterative map is created:

$$
\left\{\begin{array}{l}
i\left(t_{n+1}\right)=q_{1}\left(u\left(t_{n}\right), i\left(t_{n}\right), d\right)  \tag{A•5}\\
u\left(t_{n+1}\right)=q_{2}\left(u\left(t_{n}\right), i\left(t_{n}\right), d\right)
\end{array}\right.
$$
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