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#### Abstract

SUMMARY This paper proposes a graph-theory-based Euler number computing algorithm. According to the graph theory and the analysis of a mask's configuration, the Euler number of a binary image in our algorithm is calculated by counting four patterns of the mask. Unlike most conventional Euler number computing algorithms, we do not need to do any processing of the background pixels. Experimental results demonstrated that our algorithm is much more efficient than conventional Euler number computing algorithms.
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## 1. Introduction

The Euler number of a binary image that is defined as the difference between the number of connected components and the number of holes in the image is a basic topologic property of the binary image, which does not change when the image is stretched or flexed like an elastic rubber. It can describe the structure of objects without relation to their geometric shapes [1]. The Euler number has been used in many applications [2]-[5]. Therefore, Euler number computing is one of essential processing tasks for extracting objects' features from a binary image for pattern recognition, image analysis, and computer (robot) vision [1], [6].

Many algorithms have been proposed for calculating the Euler number of a binary image [7]-[10]. One of the most famous algorithms is based on counting certain $2 \times 2$ pixel patterns called bit-quads proposed by Gray [11], and it is used in the MATLAB image-processing tool box**. For convenience, we denote this algorithm as GRAY algorithm. Recently, an improvement of the GRAY algorithm was proposed in Ref. [12], which reduces the number of pixels to be checked for processing a bit-quad from 4 to 2 by use of already-known information obtained while processing the

[^0]previous pixel. For convenience, we denote this algorithm as I-GRAY algorithm. According to the complex analysis and the experimental results, the I-GRAY algorithm is the most efficient Euler number computing algorithm up to now.

This paper proposes a graph-theory-based Euler number computing algorithm. It is well known that a binary image can be transmitted to a graph, and by graph theory, the Euler number of a graph can be calculated according to the numbers of vertices, edges and spaces. We show that for processing a foreground pixel, among the 16 patterns of the mask, we only need to consider four patterns. Experimental results on various types of images showed that our algorithm is much more efficient than conventional Euler number computing algorithms.

## 2. Proposed Algorithm

A square graph corresponding to a binary image for 8connectivity can be constructed as follows: (1) each foreground pixel in the image is transformed to a vertex in the graph; (2) adding an edge between $p$ and $q$ if pixel $p$ and pixel $q$ are 8-connected neighbor unless it crosses with another edge. For example, the binary image shown in Fig. 1 (a) can be transformed to the graph in Fig. 1 (b), where basic right-angle triangles, each of which consists of two right-angle sides of the length 1 , are called faces. Euler's theorem in graph theory can be described as follows [13].

Euler's Theorem If $G$ is a square graph, v, e, r and $c$ are the number of the vertices, the edges, the squares and the connected components in $G$, respectively. Then, $v-e+r=c+1$.

In Euler's theorem, squares include holes, basic faces and an infinite square outside of the graph. Let $h$ and $s$ be the number of holes and basic faces in $G$, respectively, then, $r=h+s+1$. Thus, by Euler's theorem, the Euler number $E$ can be represented as:

$$
E=c-h=v-e+s
$$

Therefore, the Euler number of a binary image for 8connectivity can also be calculated by the numbers of the vertices, spaces and edges in a graph corresponding to the image. For example, there are one connected component and two holes in Fig. 1 (a), therefore the Euler number of
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Fig. 1 A binary image (a) and a corresponding graph (b).

pixel being added


Fig. 2 Calculating the number of vertices, edges and spaces by adding a foreground pixel.


Fig. 3 The 16 patterns of the mask.
the image is $E=c-h=1-2=-1$; on the other hand, the numbers of $c, h, v, e$ and $s$ in the graph shown in Fig. 1 (b) are $1,2,19,29$ and 9 , respectively, the Euler number of the graph is $E=v-e+s=19-29+9=-1$.

In practice, for calculating the Euler number of a binary image, we can count the numbers of vertices, spaces and edges without constructing a corresponding graph actually. We imagine that a binary image is constructed by adding pixels one by one in the raster scan. For each pixel $b(x, y)$ being added, we calculate the increments of the numbers of vertices, edges, and faces generated by adding the pixel. If $b(x, y)$ is a background pixel, no new vertex, edge or face will generated, thus, nothing needs to be done. Otherwise,

Table 1 The increments of numbers of $v, e$ and $s$, and the Euler number $\Delta E$ for a pattern of the mask.

i.e., if $b(x, y)$ is a foreground pixel, the number of vertices should increase by 1 . Moreover, because edges and faces can be newly generated only between $b(x, y)$ and its four 8 -neighbors in the constructed area (Fig. 2), i.e., $b(x-1, y)$, $b(x-1, y-1), b(x, y-1)$ and, $b(x+1, y-1)$, the combination of which is usually called the mask of $b(x, y)$ [1], we can calculate the number of the edges and faces newly generated according to the configuration of the mask, which has the 16 patterns as shown in Fig. 3.

However, counting the numbers of vertices, edges, and faces generated by adding a foreground pixel one by one directly will be inefficient. In our algorithm, we consider the increment over the Euler number for each pattern of the
mask. The analysis results are shown in Table 1, where $\Delta v$, $\Delta e, \Delta s$, and $\Delta E$ denote the increments for the numbers of vertices, edges, spaces, and the Euler number, respectively, and $\Delta E=\Delta v-\Delta e+\Delta s$.

From the Table 1, we can find that for calculating the Euler number, among the 16 patterns of the mask, only four patterns, i.e., patterns $1,10,11$, and 12 , need to be considered.

Because we process pixels in the raster scan, when processing a pixel, we will know whether the previous pixel was a background pixel or an object pixel. Thus, as shown in Fig. 4 (a), for processing an object pixel $R$, we only need to check the three pixels $A, B$, and $C$ in the mask.

From Table 1, for the case where $R$ follows a background pixel, the patterns should be considered are $P 1$ and $P 11$. On the other hand, for the case where $R$ is an object pixel, the patterns should be considered are $P 10$ and $P 12$. For convenience, we denote the two cases as $S 1$ and $S 2$, respectively.

In order to enhance the efficiency, for processing an


Fig. 4 Karnaught maps for $S 1$ and $S 2$.

```
procedure ComputingEulerNumer(b(N,M))
    n1\leftarrow0
    n2\leftarrow0
    for }y=1->M-1 d
        for }x=1->N-1 d
        if b(x,y)>0 then // S1
            if }b(x,y-1)<1\mathrm{ then // check B
                if }b(x-1,y-1)>0\mathrm{ then // check }
                if }b(x+1,y-1)>0\mathrm{ then // check C
                n2\leftarrown2+1 // patterns 11
                end if
                    else if }b(x+1,y-1)<1\mathrm{ then // check C
                        n1\leftarrown1+1 // patterns 1
                    end if
            end if
            x\leftarrowx+1
            while }b(x,y)>0\quad// S
                if }b(x,y-1)<1\mathrm{ and }b(x+1,y-1)>0 then
                    // check B and C
                n2\leftarrown2+1// patterns 10 or 12
                    end if
                            x\leftarrowx+1
            end while
                end if
                x\leftarrowx+1
            end for
            y\leftarrowy+1
    end for
    no of euler\leftarrown1-n2
end procedure
```

Fig. 5 The pseudo codes of our algorithm.
object pixel $R$, we should check as less pixels in the mask as possible. To do that, the Karnaught map [16] can be used. The Karnaught map is a method to simplify boolean algebra expressions. In our case, the value of background pixels is considered as 0 and that of object pixels is considered as 1 . Thus, for example, the values of $A, B$, and $C$ for $P 11$ are 1 , 0 , and 1 , respectively.

For the cases $S 1$ and $S 2$, the conditions for checking pixels in the mask are shown in Fig. 4 (b) and (c), respectively. By Fig. 4 (b), the condition for checking pixels in the mask is $\neg A \wedge \neg B \wedge \neg C \vee A \wedge \neg B \wedge C=\neg B(\neg A \wedge \neg C \vee A \wedge C)$, where $\neg, \wedge$, and $\vee$ are for logic NOT, AND and OR, respectively, therefore, we should first check pixel $B$. On the other hand, by Fig. 4 (c), the conditions for checking pixels in the mask is $\neg B \wedge C$, thus, we do not need to check pixel $A$. The pseudo codes of our algorithm are shown in Fig. 5.

## 3. Experimental Results

In this section, we compared our algorithm with the I-GRAY algorithm, which is the fastest conventional Euler number computing algorithm [12]. Both the two algorithms used were implemented in the C language on a PC-based workstation (Intel Core i5-3470 CPU, 3.20GHz, 4GB Memory, Ubuntu Linux OS), and compiled by the GNU C compiler (version 4.2.3) with the option $-O 3$. All experimental results presented in this section were obtained by averaging of the execution time for 5000 runs.

41 noise images with a size of $512 \times 512$ pixels, which were generated by thresholding of the images containing uniform random noise with 41 different threshold values from 0 to 1000 in steps of 25 , were used for testing the execution time versus the density of the foreground pixels in an image. The results on the noise images are shown in Fig. 6. We can find that our algorithm is much more efficient than I-GRAY algorithm.

On the other hand, six specialized-pattern artificial images (spiral-like, saw-tooth-like, checker-board-like, upward-stair-like, downward-stair-like, and honey comblike connected components), 50 natural images (including landscape, aerial, fingerprint, portrait, still-life, snapshot, and text images, obtained from the Standard Image


Fig. 6 Execution times versus the density of an image.

Table 2 Maximum, mean, and minimum execution times ( ms ) on various types of images.

| Image type |  | I-GRAY | Ours |
| :---: | :---: | :---: | :---: |
| Natural | Max. | 1.34 | 1.02 |
|  | Mean | 0.86 | 0.71 |
|  | Min. | 0.55 | 0.49 |
| Medical | Max. | 0.89 | 0.73 |
|  | Mean | 0.72 | 0.62 |
|  | Min. | 0.63 | 0.54 |
| Artificial | Max. | 1.16 | 0.92 |
|  | Mean | 0.83 | 0.68 |
|  | Min. | 0.49 | 0.41 |
|  | Mean | 0.56 | 0.49 |
|  | Min. | 0.16 | 0.28 |
|  | Max. | 0.11 |  |

Database (SIDBA) ${ }^{\dagger}$ and the image database of the University of Southern California ${ }^{\dagger \dagger}$ ), 7 texture images (downloaded from the Columbia-Utrecht Reflectance and Texture Databas ${ }^{\dagger \dagger \dagger}$ ), and 25 medical images (obtained from database of The University of Chicago) are used for testing maximum, mean, and minimum execution times ( ms ), where all of these images were $512 \times 512$ pixels in size, and were transformed into binary images by means of Otsu's threshold selection method [15].

The results of the comparisons are shown in Table 2. From Table 2, we can find that our algorithm is much more efficient than the I-GRAY algorithm. In fact, for any image used in this test, our algorithm is more efficient than the IGRAY algorithm.

## 4. Discussion

As introduced in above, for processing a pixel, the I-GRAY algorithm needs to check two pixels. By our algorithm, we should first check whether the current pixel is a foreground pixel or a background pixel. In the case where the current pixel is a background pixel, nothing else needs to be done. Otherwise, if the current pixel $b(x, y)$ is a foreground pixel, by the pseudo codes given in Sect. 3, we will check pixels in the mask in the order $b(x, y-1) \rightarrow b(x+1, y-1) \rightarrow$ $b(x-1, y-1)$.

We first consider the cases where $b(x, y)$ follows a background pixel (one of the patterns $1,3,5,7,9,11,13$, and 15 in Table 1). If $b(x, y-1)$ is a foreground pixel (one of the patterns $5,7,13$ and 15), no other pixel would be checked, otherwise, $b(x+1, y-1)$ and $b(x-1, y-1)$ will be also checked. For the cases where $b(x, y)$ follows another foreground pixel (one of the patterns $2,4,6,8,10,12,14$, and 16), if $b(x, y-1)$ is a foreground pixel (one of the pat-

[^2]terns $6,8,14$ and 16), we do not need to check other pixels, otherwise, we also need to check $b(x+1, y-1)$. Thus, when $b(x, y)$ is a foreground pixel, the average number of times for checking pixels in the mask is $(4 \times 1+4 \times 3+4 \times 1+4 \times 2) / 16=$ 1.75. Therefore, the average number of times for checking pixels for processing a pixel is $(1+(1+1.75)) / 2=1.875$, which is smaller than the I-GRAY algorithm and any of other conventional algorithms.

It is worth to mention that, in our algorithm, only four special patterns need to be counted, while in the I-GRAY algorithm, 10 special patterns need to be counted. Moreover, our algorithm does not need to do anything for background pixels, but the I-GRAY algorithm does. These should be the main reasons that our algorithm is more efficient than the I-GRAY algorithm.

Moreover, it is worth to mention that, although we introduced our algorithm by use of raster-scan access, the same as in the GRAY algorithm and I-GRAY algorithm, in our algorithm, different rows of the given image can be processed simultaneously. Therefore, our algorithm can be also parallelized easily.

## 5. Concluding Remarks

This paper proposed a graph-theory-based Euler number computing algorithm. Through analyzing the patterns of the mask based on graph theory, we only need to consider four patterns of the mask. By our algorithm, the average number of pixels necessary to check for processing a pixel is only 1.875 . Experimental results on various kinds of images demonstrated that our algorithm is much more efficient than conventional Euler number computing algorithms.
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