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Muffled and Brisk Speech Evaluation with Criterion Based on
Temporal Differentiation of Vocal Tract Area Function

Masanori MORISE†a), Member, Satoshi TSUZUKI†, Nonmember, Hideki BANNO††,
and Kenji OZAWA†, Members

SUMMARY This research deals with muffled speech as the evaluation
target and introduces a criterion for evaluating the auditory impression in
muffled speech. It focuses on the vocal tract area function (VTAF) to eval-
uate the auditory impression, and the criterion uses temporal differentiation
of this function to track the temporal variation of the shape of the mouth.
The experimental results indicate that the proposed criterion can be used to
evaluate the auditory impression as well as the subjective impression.
key words: speech analysis, vocal tract area function, auditory impression,
speech evaluation

1. Introduction

Speech synthesis and voice conversion are important re-
search topics, and recent systems can synthesize speech that
is as natural as the input speech. However, although the
sound quality of speech synthesized with voice conversion
is high enough to communicate linguistic information, it is
difficult to obtain speech with a good auditory impression.
In particular, muffled speech is a significant problem affect-
ing voice conversion and text-to-speech systems. For this
reason, it would be useful to develop a means of measuring
and improving the auditory impression for speech synthesis.

In this study, we introduced a criterion and tried to eval-
uate the auditory impression. Muffled speech is assumed
to be produced by the mouth in a certain shape that under-
goes variations for articulation. The criterion therefore uses
a vocal tract area function (VTAF) in order to approximate
the shape of the mouth. The conventional VTAF estimation
method requires magnetic resonance imaging (MRI) [1]. In
addition, several methods to directly estimate the VTAF
from speech waveforms have been proposed [2], [3]. In our
research, we used these prior methods to estimate the VTAF
and tried to evaluate the auditory impression by using the
VTAF-based criterion.

2. Definition of Auditory Impression

We define the auditory impression, brisk speech, as the
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antonym of muffled speech. Here, brisk only refers to the
auditory impression, and it differs from speech that has a
high level of articulation. We attempted to evaluate audi-
tory impression as well as the subjective impressions they
convey and develop a criterion for evaluating them.

Speech articulation (sound and syllable articulation) is
traditionally used as one of the criteria to evaluate the sound
quality of speech. However, this criterion is defined as the
percentage of questions on the phonemes and syllables an-
swered correctly and cannot be used to evaluate the audi-
tory impression. The auditory impression used in this paper
differs from speech articulation because humans have the
different auditory impressions regardless of the phoneme or
syllable information when they listen to two different types
of speech. The purpose of the criterion is to evaluate such
subjective impression.

The simplest feature for comparing the difference be-
tween two types of speech is the spectrogram. Figure 1 il-
lustrates two spectrograms. The top one represents brisk
speech, and the bottom one represents muffled speech. The
uttered sentence is the five Japanese vowels /aiueo/ spoken
continuously by a male speaker. The formant patterns differ
between the two types of speech, although it is difficult to
identify this difference from the spectrograms.

We used the vocaltractgram (a spectrogram-like dis-
play of a VTAF sequence) shown in Fig. 2 to easily evalu-
ate the auditory impression. The color bar represents Log-
VTAF, and 0 represents a vocal tract are of 1.0 cm2. The vo-
caltractgrams clearly show that the vocal tract area of brisk

Fig. 1 Spectrograms of two types of speech. Top: Brisk speech,
bottom: Muffled speech.
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Fig. 2 Vocaltractgrams of two types of speech. Top: Brisk speech, bot-
tom: Muffled speech. The vocal tract area of brisk speech is broader than
that of muffled speech.

speech is broader than that of muffled speech, and VTAF’s
transition of brisk speech around the boundaries is shorter
than that of muffled one. This suggests that the auditory im-
pression depends on the vocal tract area for each vowel and
temporal variation between neighboring two vowels.

3. Proposed Criterion

Here, we propose a criterion on the basis of the vocaltract-
gram and explain how to calculate it. A VTAF estimation
method based on the sub-band line spectral pair (LSP) [3]
is used to estimate the accurate VTAF. Since this method
requires the accurate spectral envelope, we used TANDEM-
STRAIGHT [4], [5] that fulfills the requirement.

The proposed criterion uses the temporal differentia-
tion of the vocaltractgram A(i, n) to observe the temporal
variation of the shape of the mouth.

A(i, n) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 + p(i, n)
1 − p(i, n)

A(i + 1, n) (i = M,M − 1, . . . , 1)

const. (i = M + 1)
,

(1)

where p(i, n) represents the PARCOR coefficients, n is a dis-
crete time index, i is the index of the vocal tract area, and M
is the number of stages of VTAF. In this method, A(M+1) is
set to 1.0 cm2 [3]. A′(i, n), the temporal derivative of A(i, n),
is

A′(i, n) = A(i, n + 1) − A(i, n). (2)

The standard deviation on the time axis in A′(i, n) in-
dicates a higher value, provided that the temporal variation
of the mouth is wide. The basic criterion s(i) is therefore
defined as

s(i) =

⎛⎜⎜⎜⎜⎜⎜⎝
1

N − 1

N−2∑

n=0

(
A′(i, n) − Ā′(i)

)2
⎞⎟⎟⎟⎟⎟⎟⎠

1
2

, (3)

Ā′(i) =
1

N − 1

N−2∑

n=0

A′(i, n), (4)

Table 1 Recording conditions.

Sentence Five Japanese vowels /aiueo/
Microphone AKG C414XLS
Sampling frequency 48 kHz
Quantization bit 16 bit
Number of subjects Six males and six females
Background noise level 45 dB

where N represents the number of frames. s(i) is calcu-
lated by using only the voiced section. This idea is similar
to global variance (GV) [6], but with the vocaltractgram in-
stead of the mel-cepstrum sequence. In this paper, the sum
of s(i) is used as the proposed criterion S for the muffled and
brisk speech evaluation,

S =
∑

i

s(i). (5)

On the other hand, s(i) is also used to discuss the effective-
ness of the proposed criterion.

4. Evaluation and Discussion

We evaluated several pieces of speech recorded in a real en-
vironment and verified that the proposed criterion could ap-
propriately evaluate brisk and muffled speech as well as the
subjective impression. We also examined the relationship
between the distance from the lips used for articulation and
auditory impression.

4.1 Experimental Condition

Speech uttered by six males and six females was used for the
evaluation. The recording conditions are shown in Table 1.
Since the proposed criterion is for voiced speech, the input
voice was the five Japanese vowels /aiueo/ spoken continu-
ously. The subjects were asked to utter the vowels with the
two types of speech: brisk and muffled. The subjects were
not asked about the shapes made by their mouths. They were
only asked to utter the two types of speech on the basis of
their subjective impressions.

For TANDEM-STRAIGHT analysis, the FFT length
was set to 4096 samples determined on the basis of the sam-
pling frequency and lowest F0, and the frame shift was 5
ms. A Blackman window with a length of 2.5T0 was used.
For VTAF estimation, the maximum value of i was set to
52. Since length of the vocal tract was i × 0.36 cm in this
research, and the vocal tract length was 18.72 cm.

To compare the proposed criterion with the subjective
impression, a subjective evaluation was carried out by using
the mean opinion score (MOS). The recorded speech was
used, and nine subjects with normal hearing ability partic-
ipated in the evaluation. The stimuli were randomly pre-
sented to the subjects though headphones (SENNHEISER
HD650). They evaluated each stimulus on a five-grade (1:
Very muffled and 5: Very brisk). A sound-proof room with
an A-weighted sound pressure level (SPL) of 18 dB was
used for the evaluation.
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Fig. 3 Average of the basic criteria for brisk and muffled speech.

Fig. 4 Average (solid line) and standard deviation (dotted line) of the
basic criteria. This figure plots the results of the male subjects.

4.2 Difference between the Criteria Calculated from Muf-
fled and Brisk Speech

Figure 3 illustrates the average value of the basic criterion
s(i). The horizontal axis represents the distance from the
lips, and the vertical axis represents the value of the basic
criterion. This figure indicates that brisk speech (the solid
line) was higher than muffled speech (the dotted line) re-
gardless of the gender. Figure 4 illustrates the averages and
standard deviations of the basic criterion. This figure repre-
sents the results of the males (the same trend was observed
in the results of females). The standard deviation of brisk
speech was higher than that of muffled speech. This indi-
cated that brisk speech depends on the subject and muffled
speech does not.

Figure 5 illustrates difference between the muffled and
brisk speech based on the proposed criterion S of each sub-
ject. The horizontal axis represents the value of the pro-
posed criterion, and error bar represents the 95% confidence
intervals. In Fig. 5, the p-value between the two type of
speech was below 0.001. This result showed that the pro-
posed criterion could evaluate muffled speech even if there
were individual differences even if brisk speech depends on
the subject.

Fig. 5 Difference between brisk and muffled speech determined by the
proposed criterion.

Fig. 6 Difference between brisk and muffled speech: Results of the
subjective evaluation.

4.3 Subjective Impression by the Subjective Evaluation

The results of the subjective evaluation are illustrated in
Fig. 6. The error bars represent 95% confidence intervals.
In Fig. 6, the p-value between the two type of speech was
also below 0.001 along with Fig. 5. These results show that
the proposed criterion can evaluate brisk and muffled speech
in accordance with the subjective impression.

4.4 Discussion

The results clearly showed that the proposed criterion can
evaluate brisk and muffled speech, and the difference be-
tween these two types of speech can be observed near the
lips. The result that the standard deviation of brisk speech
was larger than that of muffled speech indicated that the
personality of each person influenced how the mouth was
controlled to make the shapes for expressing brisk speech.
However, the proposed criterion could evaluate the differ-
ence between the two types of speech regardless of the per-
sonality of the speaker.

The results also indicated the difference between males
and females, which is a difference between vocal tract
lengths. Vocal tract length normalization [7] would be able
to remove this gender difference. Moreover, voice mor-
phing [8] enables us to convert muffled speech into brisk
speech. Thus, the development of a voice conversion incor-
porating the proposed criterion will be an important topic of
study.

5. Conclusion

A criterion based on temporal differentiation of the VTAF
was used to evaluate the auditory impression in muffled and
brisk speech. A temporally stable VTAF is calculated from
a combination of the TANDEM-STRAIGHT spectrum and
LSP-based VTAF estimation, and it enables us to evaluate
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the auditory impression. The results of objective and sub-
jective tests clearly indicated that the proposed criterion can
evaluate the auditory impression in accordance with the sub-
jective impression.

The next step in this research will be to use the pro-
posed criterion to improve voice conversion, which means
conversion from muffled to brisk speech. We will try to de-
velop a conversion method for speech including not only
vowels but also consonants.
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