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SUMMARY  During the investment process for enhancing the level of
IT security, organizations typically rely on two kinds of security counter-
measures, i.e., proactive security countermeasures (PSCs) and reactive se-
curity countermeasures (RSCs). The PSCs are known to prevent security
incidents before their occurrence, while the RSCs identify security inci-
dents and recover the damaged hardware and software during or after their
occurrence. Some researchers studied the effect of the integration of PSCs
and RSCs, and showed that the integration can control unwanted incidents
better than a single type of security countermeasure. However, the studies
were made mostly in a qualitative manner, not in a quantitative manner.
In this paper, we focus on deriving a quantitative model that analyzes the
influence of different conditions on the efficiency of the integrated security
countermeasures. Using the proposed model, we analyze for the first time
how vulnerability and the potential exploits resulting from such vulnera-
bility can affect the efficiency of the integrated security countermeasures;
furthermore, we analytically verify that as the efficiency of PSCs increases,
the burden of RSCs decreases, and vice versa. Also, we describe how to
select possibly optimal configurations of the integrated security counter-
measures.

key words: evaluation of security countermeasures, proactive security
countermeasures, reactive security countermeasures, complementary ef-
fects of security countermeasures, mathematical analysis

1. Introduction

IT security breaches or violations have become one of the
most important concerns in many aspects of personal, orga-
nizational and business activities. To minimize them, many
organizations invest a significant amount of money to im-
prove their security level, which represents the degree to
which an organization can control the security flaws in the
organization’s assets such as hardware or software[1], [2].
Thus, an organization with a high security level can better
protect its assets against the potential sources of harm.
Every IT asset may have vulnerabilities that can be ex-
ploited by the attacker. To achieve the highest level of pro-
tection against such vulnerabilities, most organizations em-
ploy both proactive security countermeasures (PSCs) and re-
active security countermeasures (RSCs). As shown in Fig. 1,
PSCs are known to identify vulnerabilities and eliminate
them, and thus prevent security incidents before their oc-
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Fig.1  Functional illustration of the security countermeasures and their
examples.

currence, while RSCs detect and audit them during or after
their occurrence. It is worth noting that since many RSCs
include the solutions for protecting and recovering the dam-
aged hardware and software during or after incidents, RSCs
can actually reduce the likelihood of successful attack and
a loss caused by a security accident and thus, the security
obtained by RSCs is valuable by as much as that afforded
by PSCs[3].

As an example scenario, before security incidents oc-
cur, the Patch Management System (PMS) can take over the
periodic and automatic management of software vulnerabil-
ities that could be exploited by attackers. On the other hand,
during or after their occurrence, the Intrusion Detection Sys-
tem (IDS) may be used to detect and audit security incidents
in IT assets, and the threat management system may also be
used to incorporate the system logs from different IT assets
and obtain the actionable intelligence covering the complete
threat lifecycle [4].

Generally speaking, vulnerabilities can be either
known or unknown to the organization. Only for known vul-
nerabilities, PSCs can identify and eliminate them, and thus
prevent them from being exploited by the attacker. That is,
the unknown vulnerabilities can still be a problem because
PSCs have not been adapted to tackle them. The vulnera-
bility exploit can also be either known or unknown to the
organization. For the known vulnerability exploits, RSCs
can detect them while it is currently in progress. In practice,
itis impossible for RSCs to cope with all of the possible vul-
nerability exploits, because some of the detection rules may
be inaccurate. However, some of the undetected exploits can
further be detected by inspecting the auditing logs of RSCs
after their occurrence.

Despite the incomplete coverage of PSCs and RSCs,
the above characteristics imply that there exist some inter-
actions between their efficiency and such interactions can be
used to improve the security level in a complementary man-
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ner. This is indeed true because after PSCs are implemented,
the probability of vulnerability will decrease, which in turn
reduces the burden of RSCs to detect the attacks caused by
the exploits of vulnerabilities. Thus, to achieve the highest
level of protection against vulnerabilities, it is necessary to
analyze the interactivity of the two types of security coun-
termeasures.

Rowe and Gallaher [5] published a conceptual study re-
sult on the optimal integration of PSCs and RSCs, which
maximizes the security level subject to a fixed budget con-
straint (output maximization) and minimizes the security in-
vestment subject to a fixed security level (cost minimiza-
tion). In their work, they assumed that a model used to eval-
uate the efficiency of the two types of security countermea-
sures is given a priori and identify an appropriate balance
or combination between PSCs and RSCs in terms of a fam-
ily of curves, called iso-security curves. To the best of our
knowledge, however, such a quantitative model is not ap-
propriate in practice for evaluating the interactivity between
PSCs for preventing security incidents before their occur-
rence and RSCs for identifying security incidents and recov-
ering the damaged IT asset during or after their occurrence,
and for evaluating the efficiency of their integration. These
limitations may lead to not only the inadequate deployment
of the security countermeasures, but also the under- or over-
investment of the budget. Thus, it is a fundamental topic to
quantify the efficiency of PSCs and RSCs for achieving the
cost-effective security investment as well as a high level of
security.

In this paper, we propose a new model that quantifies
the efficiency of PSCs and RSCs in a complementary man-
ner and then analyze the interactivity of the two types of
security countermeasures. The proposed model is based on
a metric, called the ‘security effectiveness (SE)’, which is
an information-theoretic measure of the efficiency of the se-
curity countermeasures. The metric ‘SE’ measures the ca-
pability to correctly distinguish the vulnerabilities as either
vulnerable or invulnerable, or classify the potential exploits
from such vulnerabilities as either exploit or non-exploit,
when using the security countermeasures as compared to
those without them. As a result of the increase of SE, the
organization can reduce the damage originating from the
vulnerability, or the potential exploits resulting from such
vulnerability and thus improve the security level.

The main contributions of this work are as follows: (1)
As a framework designed to analyze the interactivity be-
tween PSCs and RSCs, we propose for the first time a math-
ematical model that shows the influence of different con-
ditions on the efficiency of the integrated security counter-
measures in an analytical manner; (2) Using the proposed
model, we analytically show how vulnerability and the po-
tential exploits resulting from such vulnerability can affect
the efficiency of the integrated security countermeasures in
depth; (3) We also show that under various parameters of
two types of security countermeasures, as the efficiency of
PSCs increases, how the burden of RSCs decreases, and vice
versa.
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The remainder of this paper is organized as follows. In
Sect.2, we overview the relationship between SE and un-
certainty, and conceptually describe how to quantify SE of
security countermeasures. In Sect. 3, we present a new an-
alytical model for quantifying SE of an integrated scenario,
where SE of PSCs affects SE of RSCs. Also, in Sect. 4, we
investigate the influence of the security parameters on SE
of the integrated security countermeasures. Finally, we con-
clude this paper in Sect. 6.

2. Background

Before investigating the model to formulate SE of the se-
curity countermeasures in an information-theoretic mea-
sure, we overview the relationship between SE of the secu-
rity countermeasures and uncertainty about the input infor-
mation of security countermeasures, and introduce a con-
ceptual approach that analyzes the relationship between a
proactive strategy and a reactive strategy. Also, we concep-
tually describe how to quantify SE of each type of security
countermeasures.

2.1 Relationship between SE and Uncertainty

In the case of PSCs, we assume that an IT asset is vulnera-
ble with a probability v in the absence of PSCs. Given v, the
uncertainty of the input without PSCs is equal to the sum of
remaining uncertainty and the uncertainty reduction associ-
ated with the input of PSCs. Here, uncertainty represents the
degree of the vulnerability of the IT asset. If PSCs can elim-
inate the vulnerabilities with probability 1.0, it is clear that
the remaining uncertainty associated with the input of PSCs
is 0. This maximum reduction of the uncertainty means that
all the vulnerabilities can be eliminated with 100% confi-
dence. However, because a practical PSC cannot remove un-
known vulnerabilities, there are always some vulnerabilities
after the PSC eliminates known vulnerabilities. In practice,
this probability can range from 1.0 to 0.0. As the probabil-
ity decreases from 1.0 to 0.0, the reduction of the uncertainty
associated with the input of PSCs decreases. When the prob-
ability is 0, the reduction of the uncertainty associated with
the input of PSCs is 0. Given v, this minimum reduction of
the uncertainty means that PSCs do not affect the output of
PSCs and thus, any vulnerabilities are not eliminated at all.
Based on these observations, we note that a reduction
of the uncertainty associated with the vulnerability corre-
sponds to an increase of SE of PSCs. Therefore, as the re-
duction of the uncertainty associated with the input of PSCs
decreases or increases, SE of PSCs decreases or increases,
respectively. The fact that the remaining uncertainty associ-
ated with the input of PSCs is higher than 0 indicates that the
vulnerabilities can still be exploited by the attacker. During
or after the vulnerabilities have been exploited, RSCs try to
detect and audit the occurrence of the vulnerability exploit.
For RSCs, the uncertainty associated with the input
without RSCs is equal to the sum of the remaining uncer-
tainty and the reduction of the uncertainty associated with
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the input of RSCs. If RSCs can detect the possible exploit
with a probability of 1.0 and detect the usage of a non-
vulnerability as being normal with a probability of 1.0, it
is clear that the remaining uncertainty associated with the
input of RSCs is 0, since all vulnerability exploits will be
detected and audited using its pre-defined detection rules.
However, in practice, some vulnerability exploits may not
be detected and some non-vulnerability exploits may be
identified as vulnerability exploits because of inaccuracies
and the lack of pre-defined detection rules and thus, in re-
ality, the remaining uncertainty is larger than 0. Specifi-
cally, when all of the known vulnerabilities are eliminated
by PSCs and thus, all of the vulnerability exploits result
from unknown vulnerabilities, the remaining uncertainty as-
sociated with the input of RSCs may have a smaller value.
Here, the reduction of the uncertainty associated with the
input of RSCs may be minimized. This minimum reduction
of the uncertainty associated with the input of RSCs means
that RSCs produce alerts for events without any confidence,
since no accurate detection rules exist for these unknown
vulnerability exploits.

To increase reduction of the uncertainty or decrease the
remaining uncertainty associated with the input of RSCs,
RSCs can search the auditing logs for vulnerability exploits.
In this way, the reduction of the uncertainty can be increased
and thus, the remaining uncertainty is decreased. That is, as
the true positive ratio of RSCs increases from 0.0 to 1.0,
the reduction of the uncertainty associated with the input of
RSCs increases.

Based on the above observations, we note that a reduc-
tion of the uncertainty associated with the input of RSCs
corresponds to an increase of their SE. Therefore, as the re-
duction of the uncertainty associated with the input of RSCs
decreases or increases, their SE decreases or increases, re-
spectively.

2.2 iso-security curve

Rowe and Gallaher [5] introduced the so-called iso-security
curves. As shown in Fig.2, x-axis and y-axis of each iso-
security curve represent a proactive strategy and a reactive
strategy, respectively, and the curves farther from the origin

/Reacti
$/Reactive \ Higher Level of Security

iso-curve #1

Reactive iso-curve #2

Firm Selection of Optimal
Proactive/Reactive <

Proactive $/Proactive

Fig.2  iso-curves for firm selection of optimal proactive/reactive [5].
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have higher levels of security. Also, curve #1 has the highest
security level than the curves #2 and #3.

From the view points of output (the security level) max-
imization and cost minimization, these curves are used to
find the optimal integration of the proactive strategy and
the reactive strategy (firm selection of optimal proactive/
reactive in Fig.2). However, usage of these so-called iso-
security curves is limited due to the followings. First, since
these curves are not drawn by considering the influence of
different security parameters on SE of security countermea-
sures, these curves show only a simple conceptual relation-
ship between PSCs and RSCs. Second, different from gen-
eral proactive and reactive strategies, SE of PSCs cannot be
equal to that of RSCs. That is, the main function of PSCs is
to prevent the security incidence before its occurrence while
that of RSCs is to detect and audit it during or after the oc-
currence of the security incidence. However, these curves
assume that SE of PSCs is the same as SE of RSCs.

2.3 Derivation of SE of Security Countermeasures

For better understanding, we consider PMS and IDS as rep-
resentative examples of PSCs and RSCs, respectively. With
PMS, we assume that the purpose of PSCs is to maximize
the probability that the vulnerability is patched (identified
and eliminated) before its exploit. On the other hand, with
IDS, the purpose of RSCs can be expressed in twofolds: (1)
to maximize the probability of an alert generation in case of
a vulnerability exploit; and (2) to minimize the probability
of a false alert in case of the normal behavior.

Let us first consider SE of PMS. Given vulnerabilities
in an IT asset, the PMS will try to eliminate them through
patching the system. For known vulnerabilities, the PMS
can issue a patch, but for unknown vulnerabilities, the PMS
cannot issue it. That is, the patch success rate is given as
a unique decision variable for calculating the capability of
the PMS. This implies that a simple probability model is
sufficient to evaluate SE of PMS.

Next, let us consider SE of IDS. During or after a vul-
nerability is exploited, IDS may detect the vulnerability ex-
ploit. In some cases, however, IDS may not be able to detect
it, which leads to a false negative. Also, even though no ex-
ploits of the vulnerability takes place, IDS may detect an
event, which is known as a false positive. That is, the true
detection rate and the false positive rate are given as deci-
sion variables for calculating the capability of IDS [6]. Note
that different decision variables can have different improve-
ment results [7]. For example, even though the false positive
rate decreases, the true detection rate may not increase. On
the other hand, even though the false positive rate increases,
the true detection rate may not decrease. This implies that a
simple detection probability model is not sufficient to eval-
uate SE of IDS. Therefore, we need to define a new security
model that takes into account all of the system parameters
in a unified manner.

Gu et al. [7] studied a metric that defines the capability
of an IDS to classify the input events correctly. They an-
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Table1 Terms & notation.
Terms | Notation

v Probability that IT assets are vulnerable with, where 0 <v <1
u Probability that PSCs fail at eliminating vulnerabilities of IT assets with, where 0 < u <1
q Probability of vulnerability exploits, where 0 < g < 1
r False positive ratio of RSCs, where 0 < r < 1
K False negative ratio of RSCs, where 0 < s < 1

Xp Input random variable for PSCs, Xp € {0, 1}

Yp Output random variable for RSCs, Yp € {0, 1}
X Input random variable for the unified security countermeasures, X € {0, 1}

Y Random variable for expressing status of the target asset after vulnerability elimination by PSCs, Y| € {0, 1}
Ys Random variable for expressing status of the target asset after vulnerability exploit by the attacker, Y> € {0, 1}
Z Output random variable associated with the unified security countermeasures, Z € {0, 1}
a Ratio of SE of RSCs over SEof PSCs (0 <a < 1)

Upr Uncertainty reduction ratio provided by PSCs, given RSCs

Ugp Uncertainty reduction ratio provided by RSCs, given PSCs

Upr Uncertainty reduction ratio provided by the unified security countermeasure

Ipr Monetary investment in integrated security countermeasures

Epr Expected benefits of an investment in the integrated security countermeasure

ENpr | Expected net benefits of an investment in the integrated security countermeasure

alyzed the capability of IDS from an information-theoretic
viewpoint [8], and proposed a new metric based on infor-
mation entropy, called the Intrusion Detection Capability
or CID, which is simply the ratio of the reduction of the
uncertainty of an IDS input for a given IDS output. The
authors note that the IDS output should faithfully reflect
the “truth” about the input (whether there is an intrusion or
not) and from the information-theoretic point of view, IDS
should have less uncertainty about the input given its out-
put. From the in-depth analysis, they show that CID is more
sensitive to changes in different conditions than the previous
evaluation metrics based on the statistical analysis [9]-[12],
ROC (receiver operating characteristic) curve-based analy-
sis [13]-[15] and cost analysis [16].

As an extension, our work is based on Gu et al.’s study
in the sense that SE of the security countermeasures is de-
fined from an information-theoretic viewpoint. However,
we note that Gu et al. do not consider SE of the integrated
security countermeasures, i.e., the integration of PSCs and
RSCs. More specifically, the applicability of their model is
only limited to RSCs, because it does not take into account
the interactions between PSCs and RSCs. On the contrary,
most of the organizations have a tendency to employ the in-
tegrated security countermeasures, because they can max-
imize their security level via complementary operation of
different countermeasures [5]. To account for this trend, we
need a new mathematical model that can apply to a general
scenario where the two types of security countermeasures
are deployed to protect the organizations.

3. Model for SE of Security Countermeasures

To analyze the interactivity of PSCs and RSCs, we propose a
new analytical model, which is a mathematical model in the
form of an uncertainty model based on information theory.
Terms and notations in this paper are summarized at Table 1.

3.1 Abstract Model

To describe the abstract model for the integrated security
countermeasures, let us consider the relationship between
vulnerabilities and their exploits, with and without the se-
curity countermeasures. While PSCs are not operating, the
attacker can exploit the known and unknown vulnerabilities.
Otherwise, the known vulnerabilities can be eliminated and
thus, those vulnerabilities cannot be exploited. For only the
remaining vulnerabilities, the attacker may damage the tar-
get asset by exploiting them. Because there exists no proba-
bility of vulnerability exploits from false positives by PSCs,
we consider only the probability that PSCs fail at eliminat-
ing vulnerabilities of IT assets with.

While RSCs are not operating, the vulnerability ex-
ploits resulting from the known and unknown vulnerabili-
ties cannot be detected. On the other hand, while PSCs are
not operating and RSCs are operating, the vulnerability ex-
ploits resulting from the known and unknown vulnerabilities
may be detected. Also, while PSCs and RSCs are operating,
the unknown vulnerability exploits may be detected. This is
because some of the unknown vulnerability exploits can be
detected by inspecting the auditing logs of RSCs after their
occurrence.

Based on the above observation, the conceptual mean-
ing of five key parameters, i.e., v, u, ¢, r, and s can be sum-
marized as follows:

e v: Probability v is defined as the number of vulnera-
bilities of IT assets that can be exploited by attackers,
including not only the known vulnerabilities but also
the unknown vulnerabilities, to total access patterns of
IT assets. Note that, if the value of parameter v is large,
the IT asset is more vulnerable to security attacks.

e u: Probability u is the remaining vulnerability proba-
bility after the PSC eliminates known vulnerabilities in
the IT asset. Because the IT asset has some unknown
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vulnerabilities after the PSC eliminates known vulner-
abilities, the attacker still has non-zero probability that
they can exploit the unknown vulnerabilities. Note
that, if the security administrator invests more budget
to improve the performance of the PSC, the vulnerabil-
ity remaining probability becomes smaller.

e ¢: Probability ¢q is the probability of the vulnerability
exploits by attackers. Because this probability strongly
depends on the characteristics of the attackers, we as-
sume that the probability is determined by the exterior
security environments.

e rand s: The RSC makes its decision about the vul-
nerability exploit by extracting the common patterns of
the attacking traffic to the IT asset. Therefore, there is
always non-zero possibility that

— The RSC misunderstand the normal traffic as the
attacking traffic with the probability r, which is
called the false positive rate. It is important to
restrict or to minimize r because it may lead to
unwanted sacrifice of the normal traffic.

— The RSC may not detect the attacking traffic with
the probability s, which is called the false negative
rate. It is also important to limit s because it may
harm the IT asset.

Also, we can derive the abstract models of the inte-
grated security countermeasures as follows. For PSCs, a
target asset can be denoted as a vulnerable system that is
vulnerable with probability v and invulnerable with proba-
bility 1 — v. After PSCs identify the known vulnerabilities,
the target asset can be vulnerable with probability vu and
invulnerable with probability (1 — vu). Here, regardless of
the existence of RSCs, the vulnerability status of the target
asset is determined by PSCs. Thus, we can express PSCs
in the form of a system model whose input indicates the
system vulnerability status, i.e., invulnerable or vulnerable,
and whose output indicates the vulnerability identification
status, i.e., identification or non-identification. For RSCs,
a target asset can be a vulnerable system whose remaining
vulnerabilities with probability vu are either exploited with
probability ¢ or not exploited with probability (1 — g). As
RSCs classify the potential exploits from the remaining vul-
nerabilities as exploit or non-exploit, they can be expressed
in the form of a system model whose input indicates the
vulnerability exploit status, i.e., vulnerability non-exploit or
vulnerability exploit, and whose output indicates the corre-
sponding alert generation, i.e., alert or no alert.

With these insights, we represent PSCs as a binary
Markovian channel model as shown in Fig.3: The input
status of PSCs represents the awareness of the vulnerabil-
ities, either invulnerable or vulnerable. We denote it by a
binary random variable Xp, where Xp = 0 indicates invul-
nerability and Xp = 1 indicates vulnerability. The output
of PSCs indicates whether vulnerabilities are identified or
not. We denote it by a binary random variable Yp, where
Yp = 0 indicates an identification of the vulnerability and
Yp = 1 indicates non-identification of the vulnerability.
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Fig.3 A binary Markovian channel model for PSCs.
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Model for the attacker’s vulnerability exploits

No alert
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Fig.4  Abstract models: (a) for the PSCs, the attacker’s vulnerability ex-
ploit and the RSCs; and (b) for the unified security countermeasures.

We assume that the known vulnerabilities in the target as-
set can be identified (Yp = 1) by PSCs with probability
Pr{Yp = 1|Xp = 1} = 1 — u. On the other hand, the un-
known vulnerabilities are still the problem with probability
Pr{Yp = O|Xp = 1} =Uu.

In Fig.4(a), we show a binary Markovian channel
model for RSCs. The input of RSCs represents the status
of the vulnerability exploits while PSCs are operating. That
is, the input of RSCs is denoted as the output of PSCs asso-
ciated with the vulnerability exploits by the attacker (: dot-
ted box in Fig.4 (a)). After the known vulnerabilities be-
ing eliminated, the status of the target asset is denoted as a
binary random variable Y;, where Y; = 0 indicates invul-
nerability from a successful vulnerability elimination and
Y1 = 1 indicates vulnerability from a successful vulnera-
bility elimination. Also, after the remaining vulnerabilities
being exploited, the status of the target asset is denoted as a
binary random variable Y, where Y, = 0 indicates a vulner-
ability non-exploit and Y, = 1 a vulnerability exploit. The
output of RSCs represents whether the corresponding alerts
for vulnerability exploit and vulnerability non-exploit from
the remaining vulnerabilities are correctly generated or not.
We denote it by a binary random variable Z, where Z = 1
indicates alert generation and Z = 0 alert non-generation.

Based on the abstract model in Fig. 4 (a), we can de-
rive an abstract model of the integrated security countermea-
sures into a binary Markovian channel model in Fig. 4 (b),
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which takes into account the security parameters of PSCs
and RSCs in a unified manner. Their abstract model is
equivalent to the abstract model of RSCs, but has the differ-
ent input from that of RSCs. The input of the integrated se-
curity countermeasures represents the awareness of the vul-
nerabilities, either invulnerable or vulnerable. We denote it
by a binary random variable X, which is an input of PSCs.
The output of the integrated security countermeasures indi-
cates whether the corresponding alerts for vulnerability ex-
ploit and vulnerability non-exploit from such vulnerabilities
are correctly generated or not. We denote it by a binary ran-
dom variable Z, which equals to an output of RSCs.

Based on the equivalence between the abstract models
shown in Figs. 4 (a) and 4 (b), we can compute the follow-
ing transition probabilities, i.e., P(Z|X) for X = {0, 1} and
Z = {0, 1}. The probabilities of whether the corresponding
alerts for vulnerability non-exploit from the invulnerability
are generated or not are computed as P(Z = 1|1X = 0) =
po1 = rand P(Z = 0|1X = 0) = pgoo = 1—r, respectively. Sim-
ilarly, the probabilities of whether the corresponding alerts
for vulnerability exploit from the vulnerability are gener-
ated or not are computed as P(Z = 11X = 1) = p;; =
ug(l—s)+ (1 —wr+u(l—g)rand PZ=0|X =1) = pjpo =
(1 -w)(1-r)+u(1-q)(1-r)+ugs, where (1-u)-1-(1-r) for
a transition of (X, Y1, Y»,2) = (1,0,0,0); u-(1—¢q)-(1—r) for
another transition of (X, Y, Y>,72) = (1,1,0,0); and u - g - s
for the other transition of (X, Y;,Y>,Z) = (1,1,1,0). Also,
PZ=1X=1)=1-PZ=0X=1).

3.2 Uncertainty Model

Based on the abstract models shown in Figs. 3 and 4, we now
formulate SE of the integrated security countermeasures. To
formulate this SE, we obtain the likelihood that PSCs iden-
tify vulnerabilities correctly and RSCs alert us as a vulnera-
bility exploit. Recall that this likelihood is expressed based
on the uncertainty reduction associated with the input of the
security countermeasures after their output is known. For
PSCs the likelihood that they identify vulnerabilities cor-
rectly can be expressed as the uncertainty reduction ratio in
vulnerabilities, provided by the integrated security counter-
measures, as follows:

Upr(v,u) = Up(v, u), (1

because this uncertainty reduction ratio does not depend on
SE of RSCs.

From Fig. 3, in the absence of PSCs, the entropy as-
sociated with the input random variable Xp determines the
uncertainty that the system is vulnerable, Xp = {0, 1}. Here,
the entropy [8] is formulated as

1
H(Xp) = = 3 p(x,) log plx,), @)

xp=0

where p(x,) means the probability mass function of a dis-
crete random variable Xp, i.e., P(Xp = 0) = 1 — v and
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P(Xp = 1) = v. Also, the conditional entropy of the in-
put random variable Xp given the output random variable
Yp, Yp = {0, 1}, determines the remaining uncertainty that
the system is either vulnerable after vulnerabilities are iden-
tified (Yp = 0) or not (Yp = 1). Here, the conditional en-
tropy [8] is formulated as

1 1
H(XplYp) = = )" pyp) ). pplyp)log pxyly,). (3)

}’,::0 xp:O

Furthermore, the mutual information of the input random
variable Xp and the output random variable Yp represents
the amount of reduction of uncertainty in the input random
variable Xp after the output random variable Yp becomes
known. That is, this mutual information implies the amount
of correct vulnerability identification by PSCs. Here, the
mutual information [8] is formulated as

I(Xp; Yp) = H(Xp) — HXp|Yp), @)

where I(Xp; Yp) = I(Yp; Xp) = H(Yp) — H(Yp|Xp) by sym-
metry. Thus, in the same way that Gu et al. [7] studied a
metric that defines the capability of an IDS, the uncertainty
reduction ratio of the input random variable, Xp, with PSCs
as compared to the case without them can be expressed into:

I(Yp; X
Up(v.u) = ﬁ

where 0 < I(Xp; Yp) = I(YP;XP) < H(Xp), 0< UP(V, u) <
1. Here, because there exist unknown vulnerabilities,
I(Yp; Xp) < H(Xp). Also, the value of p(y,|x,) depends on
u and the value of p(x,) depends on v. For RSCs the entropy
of the input variable Y, determines the uncertainty that the
remaining vulnerabilities, resulting from vulnerability elim-
ination by PSCs, are exploited by the attacker. Also, the
mutual information of the input random variable Y, and the
output random variable Z of RSCs determines the amount
of reduction of uncertainty in the input random variable Y,
after the output random variable Z becomes known. Thus,
we can derive the uncertainty reduction ratio, provided by
the integrated security countermeasures, in the potential ex-
ploits from the remaining vulnerabilities as follows:

Z:Yy)
H(Y)

where 0 < I(Z;Y,) = I(Y2;Z) < H(Y;) and 0 < Ugp(v, u,
q,1, s) < 1. Here, because there exist unknown vulnerability
exploits, 1(Y>; Z) < H(Y;). The value of p(y,) depends on v,
u and g, the value of p(z]ly,) depends on r and 5. Also, we
denote @ (0 < a < 1) as the ratio of SE of RSCs over SE of
PSCs because PSCs prevent security incidents before their
occurrence while RSCs identify security incidents and re-
cover the damaged IT asset during or after their occurrence.

For v = 0 or u = 0, the probability of the target as-
set being vulnerable is zero, i.e., P(Y; = 1) = 0, and also,
the probability of vulnerabilities being exploited is zero, i.e.,
P(Y, = 1) = 0. Here, P(Y; = 1) = 0 means that all the vul-
nerabilities in the target asset are eliminated and thus, SEs

®)

(6)

Urp(v,u,q,1,5) =
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of PSCs and RSCs are one, respectively. For v # 0 and
u =1,P(Y; = 1) = v. This means that SE of PSCs is zero
and then, if » = 0 and s = 0, SE of RSCs has the maximum
one. Forr = 1 and s = 1, we assume that SE of RSCs
is zero. Thus, the uncertainty reduction ratio provided by
RSCs ranges from O to 1.

Also from the abstract model in Fig.4 (b), we can fi-
nally derive the uncertainty reduction ratio provided by the
unified security countermeasure, which has the capability of
both PSCs and RSCs:

1(Z; X)

H(X) ’ ™

Upr(v,u,q,r,s) =
where 0 < Upg(v,u,q,r,s) < 1 and the value of p(x) de-
pends on v. For the proof, we note that SE of the unified se-
curity countermeasure indicates the capability to correctly
identify vulnerabilities as vulnerable or invulnerable, and
classify the potential exploits from such vulnerabilities as
exploit or non-exploit. Also, we note that when we de-
termine the uncertainty reduction ratio resulting from the
unified security countermeasure, SE of each type of secu-
rity countermeasures should be quantified without overlap.
Thus, based on Fig. 4 (b), it is possible to denote SE of the
unified security countermeasure as the uncertainty reduction
ratio in vulnerabilities.

4. Influence of Security Parameters on SE

Different from the previous analysis results [7], we investi-
gate the influence of parameters of security countermeasure
and given security parameters, i.e., v, u, g, r and s, on SE
of the integrated security countermeasures and the unified
security countermeasure.

4.1 Influence of Given Parameters

We investigate the influence of the two uncontrollable pa-
rameters v and g, which cannot be controlled by an orga-
nization, on the security countermeasures. Under diverse
vulnerability levels of an IT asset, it is shown that RSCs are
effective to improve the security level of the organization as
SE of PSCs decreases. Although the security achieved by
RSCs is not equivalent to that of PSCs, this result implies
that RSCs are the good candidates to effectively improve
the security level of the organization when SE of PSCs is
constrained. Also, under diverse vulnerability exploit lev-
els, it is shown that RSCs are effective to improve the secu-
rity level of the organization as the likelihood that RSCs can
classify the potential exploits from the remaining vulnera-
bilities, given SE of PSCs, increases.

4.1.1 Influence of v

Figure 5 shows the influence of v on SEs of PSCs and
RSCs, given @ = 0.1: (1) u = 0.7, ¢ = 0.3, r = 0.001
and s = 0.001; 2) u = 0.7, ¢ = 03, r = 0.01 and
s = 0.001; and B) u = 07, ¢ = 03, r 0.01 and
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Fig.5 Influence of v on SEs of PSCs and RSCs (Upgr(v,u) and
Ugip(v,u,q,1,5)), where a = 0.1.

s = 0.01. Here, we assume that the IT asset is vulnera-
ble with a probability v € {10E —7,0.1} because it has some
smaller level of vulnerability in practice and SE needs to
be sensitive in the change of such small level of vulnerabil-
ity. The so-called security countermeasure operating char-
acteristics (SCOC) curve in Fig. 5 relates SEs of PSCs and
RSCs, and compares them as the value of v changes. In
Fig. 5, the x-axis is SE of PSCs, calculated from Eq. (1); the
y-axis is SE of RSCs, calculated from Eq. (6). For example,
Ugrp(0.005,0.7,0.3,0.001, 0.001) in the y-axis can be calcu-
lated as follows: Ugp(0.005,0.7,0.3,0.001,0.001) = 0.1 x
(I(Z;Y>)/H(Y>)), where I(Z;Y,) = H(Y>) — H(Y»|Z). Thus,
Urp(0.005,0.7,0.3,0.001,0.001) = 0.1 x (1 — 52 ~
0.094, where H(Y2) ~ 0.0255 and H(Y»|Z) ~ 0.0015.

If the IT asset is perfectly invulnerable (v = 0), then
SE of the integrated security countermeasures is maximized
(Upr(v,u) = 1 and Ugp(v,u,q,r,s) = 1). In Fig.5, it is
shown that at some sufficiently larger level of vulnerability,
SE of PSCs decreases slowly as the likelihood that PSCs
identifies vulnerabilities correctly decreases. On the con-
trary, SE of RSCs increases as SE of PSCs decreases. This is
because as the probability of a target asset being vulnerable
increases, the probability of vulnerabilities being exploited
increases. That is, given the integrated security countermea-
sure, we observe that an increase in vulnerability leads to
a decrease in SE of PSCs, but an increase in SE of RSCs.
Here, we note that this observation is shown under the as-
sumption that the security achieved by RSCs is not equiva-
lent to that of PSCs (for @ = 0.1). This implies that at some
larger level of vulnerability, RSCs are effective to improve
the security level of the organization in a decrease of SE of
PSCs.

As shown in Fig. 6, SE of the unified security counter-
measure increases as vulnerability increases at some lower
vulnerabilities. On the contrary, for some higher vulnera-
bilities, SE of the unified security countermeasure does not
increase because SE of PSCs decreases as much as the in-
crease in SE of RSCs. As SE of RSCs, given PSCs, is
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mainly affected by the variation in the false positive rate,
it is shown that the decrease in the false positive rate (a ten-
fold decrease from r = 0.01 to » = 0.001) is more effective
to SE of the unified security countermeasure than that in
the false negative rate (a ten-fold decrease from s = 0.01
to s = 0.001). As mentioned in [7], this implies that for
very low base rates, there are more normal events that have a
chance of being misclassified as false positive. Even a large
change in the false negative rate may not be very beneficial
if only a few vulnerabilities are at risk for misclassification
as false negative.

4.1.2 Influence of ¢

In Fig. 7, we show the influence of ¢ on SE of the integrated
security countermeasures, given v = 0.01, r = 0.01, s =
0.01 and various values of u: (1) 0.01; (2) 0.3; and (3) 0.7.
For PSCs, we note that their SE does not change de-
pending on the values of g, because PSCs work before vul-
nerabilities being exploited, i.e., SE of PSCs depends on v
and u. On the other hand, it is shown that as g increases,
SE of RSCs slowly increases. This is because at some suf-
ficiently larger level of vulnerability exploits, the likelihood
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Fig.9 Influence of u on SE of the integrated security countermeasures
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that RSCs can classify the potential exploits from the re-
maining vulnerabilities increases. Also, it is shown that at
some higher value of u, SE of RSCs increases. This is be-
cause as the value of u increases, the probability that the IT
asset is vulnerable after vulnerability elimination increases.
That is, given ¢, at some larger value of vulnerabilities, the
likelihood that vulnerabilities are exploited increases and
thus, the likelihood that RSCs can classify the potential ex-
ploits from the remaining vulnerabilities increases.

As shown in Fig. 8, SE of the unified security coun-
termeasure largely increases as ¢ and u increase. Here, the
difference between Figs. 7 and 8 comes from the difference
between the input of RSCs, given PSCs, and that of the uni-
fied security countermeasure. That is because in case of the
unified security countermeasure, SE of PSCs influences on
the uncertainty that the system is vulnerable. That is, as u
increases, the uncertainty that the system is vulnerable in-
creases. These observations confirm that in an attack dom-
inant situation, the unified security countermeasure is the
good candidates to effectively improve the security level of
the organization.
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Fig.10  Influence of u on SE of the unified security countermeasure
(Upr(v,u,q,1,5)).

4.2 Influence of Countermeasure Parameters

Now, we investigate how the change in the probability u of
vulnerabilities not being identified affects SE of the inte-
grated security countermeasures and then, how the change
in the false positive rate r and the false negative rate s af-
fects their SE. It is shown that a decrease in SE of PSCs can
be complemented by an increase in that of their dependent
RSCs.

4.2.1 Influence of u

In Fig. 9, we can observe that SE of RSCs is determined by
the change in SE of PSCs with respect to the change in the
value of u. Here, we assume that v = 0.01, ¢ = 0.1, » = 0.01
and s = 0.01. For convenience, we observe the influence
of u on the SEs by varying its value from 0.01 to 1.0 in a
stepwise manner with step size 0.05.

If PSCs can perfectly eliminate vulnerabilities (z = 0),
no vulnerabilities are left and thus, SEs of PSCs and RSCs
are maximized (Upgr(v,u) = 1 and Upr(v,u,q,r,s) = 1). At
some sufficiently larger values of u, it is shown that the IT
asset becomes vulnerable and thus, SE of PSCs decreases.
On the contrary, SE of RSCs increases because the proba-
bility of a target asset being vulnerable increases and then,
RSCs can classify the potential exploits from the remaining
vulnerabilities as exploit or non-exploit. Also, when PSCs
do not eliminate vulnerabilities (# = 1) at all, SE of PSCs
is minimized (Upg(v, u) = 0) and SE of RSCs has a higher
value. Also for SE of the unified security countermeasure,
as shown in Fig. 10, the SE also increases as u increases,
but does not increase much because of the decrease in SE
of PSCs. These observations show that by using a unified
security countermeasure, a decrease in SE of PSCs can be
complemented by an increase in SE of RSCs.

4.2.2 Influence of r and s

In Fig. 11, we show how the false positive rate r affects SE
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of RSCs, given @ = 0.1, v = 0.01, u = 0.1, ¢ = 0.1 and
various values of s: (1) 0.01; (2) 0.1; (3) 0.5. Here, we vary
r from 0.025 to 0.500 in a step wise manner with step size
0.025. It is shown that as the value of r increases, SE of
RSCs decreases. This implies that at a higher false positive
rate, RSCs may interpret a normal event as a vulnerability
exploit. Also, it is shown that at some higher value of s,
RSCs has the lower SE. This is because at a higher false
negative rate, RSCs may interpret a vulnerability exploit as
a normal event.

In Fig. 12, by varying s from 0.025 to 0.500 in a step-
wise manner with step size 0.025, we show how the false
negative rate s affects SE of RSCs. Here, we assume that
a =0.1,v =0.01,u = 0.1, ¢ = 0.1 and various values of
r: (1) 0.001; (2) 0.01; and (3) 0.05. It is shown that as the
value of s increases, SE of RSCs decreases. This implies
that at a higher false negative rate, the possible exploits re-
sulting from the remaining vulnerability cannot be perfectly
classified as non-exploit or exploit by RSCs. As shown in
Fig. 11, we observe that at some higher value of r, SE of
RSCs decreases because RSCs may interpret a vulnerability
non-exploit as a vulnerability exploit. Also, from Figs. 11
and 12, it is shown that the decrease in the false positive
rate is more effective to SE of RSCs than that in the false
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negative rate, as shown in Fig. 5.

As shown in Figs. 13 and 14, SE of the unified secu-
rity countermeasure decreases as r and s increases. Also,
it is shown that as r and s increases, the decrease in SE of
the integrated security countermeasures is smaller than the
that of RSCs. The difference between Figs. 11 and 13, and
Figs. 12 and 14 comes from the difference between the in-
put of RSCs, given PSCs, and that of the unified security
countermeasure, as shown in Figs. 7 and 8.

5. Discussion
5.1 How to Determine Values of Security Parameters

To evaluate SE of the integrated security countermeasure
by using the proposed model in Fig.4, we need to deter-
mine the values of v, u, ¢, r and s. By testing the inte-
grated security countermeasures with the well-known attack
traces [14], [18], where what data are attacks and what data
are normal trace are known, we estimate the values of secu-
rity parameters, i.e., u, r and s. Also, we estimate v as the
number of vulnerabilities of IT assets that can be exploited
by attackers to the possible access patterns of the IT asset,
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and ¢ as the probability of exploits of the given vulnera-
bilities in the audit data observed by the integrated security
countermeasures.

5.2 How to Select the Optimal Configuration against Cost

To show how to select the optimal configuration against
cost, we consider the relationship between the capability of
the integrated security countermeasure and the amount of
investment [19]. For this purpose, we define Epg as the re-
duction in the organization’s expected loss attributable to the
capability of the integrated security countermeasure given
v. Because known vulnerabilities can be eliminated by the
PSCs and the potential exploits of the remaining vulnerabil-
ities can be detected and blocked by the RSCs, we assume
that the potential loss associated with the IT asset of v can be
reduced in proportion to Upg and thus, Epg can be expressed
as:

Epr(Upr) = vL X Upg, (®)

where L is the loss associated with the IT asset.

By increasing the investment in security, it is reason-
able to expect some decrease in the probability of a breach.
In other words, the monetary investment in security to pro-
tect the IT asset, denoted as Ipg, increases as Upgr(v, 1, g, 1, 5)
increases. More specifically, we note that the monetary in-
vestment in security countermeasures will increase in pro-
portion to the capability of security solutions, but at an in-
creasing rate in the middle of the investment and at a de-
creasing rate in the beginning of the investment. Thus,
we can consider /pg as a function of Upg(v,u,q,r, s), i.e.,
Ipr(Upr(v,u, q,1, 5)).

The expected net benefits of an investment in the in-
tegrated security countermeasures, denoted as ENpgr(Upg),
are the expected benefits resulting from the investment in
the integrated security countermeasures minus the mone-
tary investment in security to protect the IT asset. That is,
ENpr(Upg) is given as the difference between the expected
benefits resulting from the investment in the integrated se-
curity countermeasures and the monetary investment itself:

ENpr(Upr) = Epr(Upr) — Ipr(Upg). )

The nature of the system vulnerability and the capa-
bility of security countermeasures lead us to consider the
following assumptions concerning /pg(Upg(v, u, q, 1, 5)):

1. Ipg(0) = 0. It is clear that without the integrated secu-
rity countermeasures, the investment will remain zero.

2. Ipg(1) = avL, where ‘a’ is a measure of the ratio be-
tween the loss or potential loss associated with the IT
asset and the monetary cost of the integrated security
countermeasures. Here, 0 < a < 1 because for an IT
asset with vulnerability v, the rational decision maker
in the organization will not invest a monetary amount
in security that exceeds the loss or potential loss asso-
ciated with the IT asset of probability v.

3. For all Upg(v,u,q,r,s), Iprg(Upr(v,u,q,r,s)) > 0 and
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Ipr(Upr(v,u, q,1,5))” > 0, where Ipgr(Upr(v,u,q,r,
s)) and Ipg(Upgr(v,u,q,r,s))” denote the first- and
second-order derivatives with respect to Upg(v,u, g, 1,
s), respectively. We assume that compared to the lower
Upr(v,u,q,r,s), the cost of the integrated security
countermeasures dramatically increases as Upg(v, u,
q, 1, s) increases. This assumption views the invest-
ment in security as an incremental investment beyond
the cost of security countermeasures, specifically their
capability.

Based on the above assumptions, we consider an in-
vestment function to calculate a closed form countermea-
sure for the optimal Upg(v,u, g, r, s) and investigate the re-
lationship between the capability of the integrated security
countermeasures and the optimal security investment as fol-
lows:

Ipg(Upg) = avL X Upg x e”Ure=1, (10)

where ‘b’ is a measure of the increase in cost as Upg(v, u,
q,1, s) increases. This function is considered because the
organization will not invest an excessive amount of money
that is larger than vL without security countermeasures and
thus, the maximum cost of security countermeasures cannot
exceed vL.

Note that from assumption 3, Epg(Upr(v, 1, q, 1, 5))" =
0, ENpr(Upr(v,u,q,r,s))” <0 and thus, ENpr(Upg(v, u, gq,
r, s)) is a concave function. Hence, an interior maximization
is characterized by the first order condition with respect to
Upr(v,u,q,r,s). That is,

Ipr(Upr(v,u,q, 1, 5)) _
vL

1, (1)

where the left hand side is the marginal cost of investment
(i.e., the cost of increasing Ipgr(Upgr(v, u, g, r, 5)) by one unit)
and the right hand side is the marginal benefit resulting from
the security investment in the integrated security counter-
measures. Here, we note that Ipgr(Upg(v, u, g, r, 5)) measures
the monetary investment in security proportional to the ca-
pability of the integrated security countermeasures. Based
on this assumption, the price of unit of Ipg(Upr(v,u, q,1, 5))
is equal to one, and the marginal cost of investment is also
equal to one. Equation (11) means that one should invest in
the integrated security countermeasures only up to the point
where the marginal benefit is equal to the marginal cost.

As a use case where the organization selects the opti-
mal configuration of the integrated security countermeasure,
we now investigate the influence of v and ¢ on the optimal
level of investment in the integrated security countermea-
sure. For v € {0.001,0.01, 0.1}, we vary the value of ¢ from
0 to 1.0 in a stepwise manner with step size 0.05.

In Fig. 15, given v, it is shown that the expected net
benefit in the integrated security countermeasure rapidly in-
creases and then decreases at some level of vulnerability
exploit as the vulnerability exploit increases. This implies
that the capability of the integrated security countermeasure
decreases at some higher level of vulnerability exploit and
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Fig.15  Influence of the vulnerability exploits on the optimal IT security
investment in the integrated security countermeasure.

thus, the organization should configure the integrated secu-
rity countermeasure from the optimal level of investment,
ie., Ipp(Upr(v,0.9,4,0.01,0.01)), where the expected net
benefit is maximized. Also, it is shown that the expected net
benefit in the integrated security countermeasure increases
as v increases from 0.001 to 0.1. This implies that as v in-
creases, expected benefits of an investment in the integrated
security countermeasures increases. That is, for the higher
value of v, the organization will benefit from the higher in-
vestment.

6. Conclusion

When organizations decide on investment in security, they
are interested in minimizing the loss or potential loss re-
sulting from any vulnerabilities in their IT asset. For this
purpose, the organizations deploy PSCs or RSCs and then
try to increase the security level resulting from the increase
of their SEs. To analyze SE of the integrated security coun-
termeasures in different conditions, we proposed a mathe-
matical model in the form of an uncertainty model based on
information theory. From the numerical analysis under the
influence of controllable and uncontrollable parameters, it
was shown that the proposed model is a good alternative for
evaluating SE of the integrated security countermeasures.
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