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A Salient Feature Extraction Algorithm for Speech Emotion
Recognition

Ruiyu LIANG†a), Member, Huawei TAO††, Guichen TANG†, Qingyun WANG†, and Li ZHAO††, Nonmembers

SUMMARY A salient feature extraction algorithm is proposed to im-
prove the recognition rate of the speech emotion. Firstly, the spectrogram
of the emotional speech is calculated. Secondly, imitating the selective at-
tention mechanism, the color, direction and brightness map of the spectro-
gram is computed. Each map is normalized and down-sampled to form the
low resolution feature matrix. Then, each feature matrix is converted to the
row vector and the principal component analysis (PCA) is used to reduce
features redundancy to make the subsequent classification algorithm more
practical. Finally, the speech emotion is classified with the support vector
machine. Compared with the tradition features, the improved recognition
rate reaches 15%.
key words: speech emotion recognition, spectrogram, selective attention,
support vector machine

1. Introduction

With the development of human-computer interaction tech-
nology, speech emotion recognition (SER) has been one of
the key technologies [1]. The selection and construction of
speech emotion features has great influence on the recog-
nition performance [2]. The common features for SER can
be summarized in three types [3]: prosodic feature, spec-
tral feature and quality feature. But these three features are
either the time domain features or the frequency domain
features. There has been very little research on the time-
frequency features for SER. As a visual expression of time-
frequency distribution of the speech energy [4], the spectro-
gram includes some speech features, such as energy, for-
mant, fundamental frequency, tone and so on [5]. The stud-
ies on the spectrogram include sound classification, sound
recognition [6], and sound enhancement [7], but there have
been few studies for SER [8], [9].

Based on the analysis of the spectrogram, a SER al-
gorithm based on the selective attention mechanism is pro-
posed. Here, two improved strategies are introduced: 1) the
selective attention mechanism is used to extract the effective
time-frequency components to calculate emotional features;
2) imitating the selective attention mechanism, the color, di-
rection and brightness features of the spectrogram are calcu-
lated and normalized to form the feature matrix. Then, the
principal component analysis (PCA) is adopted to reduce
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the feature dimensionality to form emotional feature vec-
tor. Finally, the support vector machine (SVM) is used to
classify the speech emotion. From the experimental results,
compared with the SER algorithms based on the traditional
features, the recognition rate of the proposed algorithm im-
proves about 15%.

2. Spectrogram Feature Extraction

The SER algorithm based on the selective attention mech-
anism can be divided into three parts: the extraction of the
feature based on the selective attention mechanism, the es-
tablishment of classification model and the emotion recog-
nition. Here, the emotional feature extraction is the key part.
Compared with the previous studies, the proposed algorithm
has two differences: 1) the spectrogram is used as the fea-
ture carrier of emotion recognition; 2) the salient region of
the spectrogram is extracted to calculate the emotional fea-
ture.

The spectrograms of different emotions have some dif-
ferences. For example, if a person is angry or happy, his
mood is strong and the deep color area of the spectrogram
is larger; if a person is surprised, the tone is changed fre-
quently and the fluctuations of horizontal stripes in the spec-
trogram are more. To efficiently extract the feature of the
spectrogram, the selective attention mechanism is used. The
selective attention mechanism is the high-level cognitive
ability, which is helpful to pay attention to the target in-
formation and eliminate the interference [10]. The study
on the auditory selective attention mechanism is very few
and mainly focused on the research field of physiology and
cognition [11]. The model of feature extraction is shown as
Fig. 1. The steps are as follows:

1) The speech signal is framed and fast Fourier trans-
form (FFT) is used to compute the spectrogram.

2) The spectrogram is decomposed. The convolution
of the spectrogram and linear decomposition Gauss kernel
(6x6 Gauss kernel [1, 5, 10, 10, 5, 1]/32) is done. Then,
based on the color channels, the brightness channels and
the direction channels, the image is decomposed into multi-
channel and multi-scale image sets. The relationship be-
tween the images of different scale σ [12] is:

Pσ = P(σ−1)/2, σ = {2, 3, 4, 5} (1)

Here, Pσ is the decomposed image with the scale of σ
and P1 is the original image.

(a) The color channel contains two groups of images.
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Fig. 1 Features extraction based on selective attention mechanism.

According to the opponent color theory proposed by Ger-
man physiologist Hearin, the antagonism of R−G and B−Y
are used to describe the contribution of color information to
the saliency map. These two images are calculated by the
following formula:

PσR−G = (rσ − gσ)/max(rσ, gσ, bσ) (2)

PσB−Y = (bσ −min(rσ, gσ))/max(rσ, gσ, bσ) (3)

Here, PσR−G and PσB−Y represent the decomposed images
of color pairs (R−G and B− Y), respectively. rσ, gσ and bσ

represent the red, green and blue values of the decomposed
image with the scale of σ, respectively.

(b) The image of the brightness channel PσI is ex-
pressed as the mean of rσ, gσ and bσ.

PσI = (rσ + gσ + bσ)/3 (4)

(c) After convoluting with the two-dimensional Gabor
filter, the image of different scale can be converted to the de-
composed images of direction channel. The exploded pic-
tures of direction features with different scale and angle can
be calculated by the following formula:

Pσθ = |PσI ∗G0(θ)| + |PσI ∗Gπ/2(θ)| (5)

Here, G0(θ) and Gπ/2(θ) represent Gabor filters. π/2
and 0 are phases. θ denotes degree and θ = {0◦, 45◦, 90◦,
135◦}.

3) The decomposed image with central scale σc and
surrounding scale σs will be done center-surround differ-
ences, and then be normalized to get the final feature map.

Fig. 2 Decomposed feature maps.

FPe(σc, σs) = N(|Pσc
e − Pσs

e |) (6)

Here, e ∈ {R −G, B− Y, I, 0◦, 45◦, 90◦, 135◦} means the
sets of the color channel, brightness channel and direction
channel; σc = {2, 3}, σs = σc + d and d = {2}; N denotes
normalized operation. So every decomposed image (seven
types) contains four center-surround subtraction FPe(2, 4),
FPe(3, 4), FPe(2, 5), FPe(3, 5), which will get four feature
maps and total is 28. The extracted feature maps of the spec-
trogram are shown as Fig. 2.

4) The feature matrix is extracted. One feature map
is divided into m rows and n columns, totally m ∗ n sub-
areas. Every sub-area is replaced by the average value. The
image is normalized to the m ∗ n-dimensional matrix [11].
The formula of the feature matrix is shown as:

FDi(p, q) =
mn
vh

(p+1)v
n −1∑

g= pv
n

(q+1)h
m −1∑

f= qh
m

FPi(g, f ) (7)

Here, p ∈ [0, n − 1], q ∈ [0,m − 1]. v and h de-
note the width and height of the feature map, respectively.
FPi, i = 1, 2, · · · , 28 is the feature map, which is equal to
FPe(σc, σs). FDi is the corresponding feature matrix. Here,
m is 4 and n is 5.

5) The features are done dimensionality reduction and
restructured. The feature matrix of every feature map is re-
structured to the 1 ∗ mn-dimensional vector. Then, PCA is
used to reduce the features dimension. By calculating the
eigenvectors of the covariance matrix of the original inputs,
PCA can linearly transform a high-dimensional input vector
into a low-dimensional one whose components are uncorre-
lated [13]. Here, 25% of the variance is retained.

3. Analyses of Emotional Features

Berlin speech emotion database (EMO-DB) are adopted in
the experiments. Here, five persons (03, 08, 09, 10, 11) of
the EMO-DB are training sets and others are testing sets.
The comparisons of selective features based on the EMO-
DB are shown in Fig. 3. Here, Fig. 3 (c) is the feature matrix
of single emotion sample, and Fig. 3 (d) is the mean value of
535 emotion samples. From Fig. 3 (d), there are some dif-
ferences for different emotions. For example, the amplitude
range of the disgust is max, while that of the anger is min.
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Fig. 3 Feature comparisons for seven emotions.

In addition, the amplitude fluctuation of the disgust and the
sadness is smoother. Here, the proposed features are the sta-
tistical features of spectrogram, which are different from the
traditional features. In order to remove the influence of in-
valid spectrogram components, the selective attention mech-
anism is introduced to obtain the effective time-frequency
components to compute the emotional features more pre-
cisely.

4. Experiments for Emotion Recognition

In order to verify the efficiency of the proposed feature,
the SER performance based on the traditional features and
other spectrogram features are compared. The selected tra-
ditional features include acoustic feature, prosodic feature
and chaotic feature [3]. The spectrogram feature includes
three types: 1) Spectral pattern features (SPs) and harmonic
energy features (HEs) [8]. Here, the spectral pattern feature
contains the average value of spectrogram in each frame of
sub-band and the relative value of spectrogram in each sub-
band, totally 204 dimensions. The harmonic energy feature
is the statistical feature of harmonic energy envelope, totally
260 dimensions. 2) Rotationally invariant texture energy
measurements (RITEM), totally 42 dimensions [9]. 3) Pro-
posed features (140 dimensions). Considering that the cur-
rent emotion recognition features are all the superposition of
traditional features and new features, every compared fea-
ture is composed of traditional features and different spec-
trogram features.

The classification algorithm for every feature is SVM.
SVM is an efficient machine learning algorithm and is
widely used for pattern recognition and classification prob-
lems. Here, SVM is selected based on two considera-
tions [14]: 1) If the feature dimension is large, the num-
ber of samples has little effect on the performance of SVM;
2) The over-fitting problem between the model and data can
be avoided.

Fig. 4 SER results based on the traditional features.

Fig. 5 SER results based on the selective attention features.

4.1 Validation Experiments of Spectrogram Feature

The SER results based on the tradition features and the
proposed features are shown in Figs. 4 and 5, respectively.
From Fig. 4, the recognition rate of happiness, neutral and
sadness is better, and the recognition rate of anger and bore-
dom is worse. From Fig. 5, the mean recognition rate is
80.4%, which improves about 15% than the tradition fea-
tures. Moreover, for the emotion of anger and boredom
which the arousal effect is close, the recognition rate is ob-
viously improved. From Fig. 3, the feature difference of
these two emotions is obvious. So the recognition rate in-
creases 21% and 38%, respectively. For others five emo-
tions, the improvement of happiness is the smallest and in-
creases about 2%. The misjudgment of anger and boredom
is still bigger and exceeds 10%, so these two emotions need
be further improved. Relatively speaking, the misjudgment
of happiness and neutral is the lowest. From the arousal-
valence space theory [15], the distance between these two
emotions for the arousal effect and the valence effect are
both far. It also can be seen from Fig. 3 that the feature dif-
ferences of these two emotions are also obvious.

4.2 Comparisons of Different Spectrogram Features

The SER results based on four kinds of features are shown in
Fig. 6. Here, SPS+HEs [8] and RITEM [9] include the tradi-
tional features. From the figure, when different spectrogram
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Fig. 6 Comparisons of SER based on different features.

features are added, there are different changes for the SER.
The SER rates with four features are 65.4%, 70.3%, 74.3%
and 80.4%, respectively. The recognition rates of SPS+HEs
and RITEM are almost the same, but lower than that of the
proposed features. For the tradition features, the recognition
rate of each emotion is not always the lowest. Although the
recognition rate of the traditional features for the disgust,
boredom and anger emotion is the lowest, the recognition
rate for the neutral emotion is higher than those of SPS+HEs
and RITEM features. For the happiness emotion, the recog-
nition rate of the SPS+Hes feature is the highest. For the
fear and anger emotion, the recognition rate of the RITEM
feature is the highest. The proposed features are not only
the simple spectrogram feature, but also combined with se-
lective attention mechanism to effectively extract features.
So except happiness, fear and anger, the recognition rates
of the proposed feature for the other emotions are the high-
est. To verify the significance of the experimental results,
the Friedman test is adopted. Results show that the recog-
nition rates for different methods are statistically significant
(p = 0.0488 < 0.05). Then, results of multiple comparison
show that the proposed features and the tradition features
are statistically significant.

5. Conclusions

Inspired by the selective attention mechanism, a salient fea-
ture extraction algorithm is introduced into the SER. Firstly,
the extraction model of selective attention feature is built,
and then the selective attention feature is obtained from the
spectrogram by multiscale decomposition and PCA. Finally,
SVM is used for speech emotion classification. From the
experiments of SER, the mean recognition rate of the pro-
posed features improves about 15% than the tradition fea-
tures. The improvement means that the proposed features
are comprehensive embodiment of time-frequency features
of speech signal, which has higher theoretical research value
and practical value. For the later work, the speech emotion
features should be further extracted and optimized, and the
better combination of emotion features should be found to

get more improvement. At the same time, the more effective
classification algorithm should be studied, e.g., deep learn-
ing network.
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