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Sub-Band Noise Reduction in Multi-Channel Digital Hearing Aid

Qingyun WANG†a), Nonmember, Ruiyu LIANG†, Member, Li JING††, Cairong ZOU††,
and Li ZHAO††, Nonmembers

SUMMARY Since digital hearing aids are sensitive to time delay and
power consumption, the computational complexity of noise reduction must
be reduced as much as possible. Therefore, some complicated algorithms
based on the analysis of the time-frequency domain are very difficult to
implement in digital hearing aids. This paper presents a new approach that
yields an improved noise reduction algorithm with greatly reduce computa-
tional complexity for multi-channel digital hearing aids. First, the sub-band
sound pressure level (SPL) is calculated in real time. Then, based on the
calculated sub-band SPL, the noise in the sub-band is estimated and the
possibility of speech is computed. Finally, a posteriori and a priori signal-
to-noise ratios are estimated and the gain function is acquired to reduce the
noise adaptively. By replacing the FFT and IFFT transforms by the known
SPL, the proposed algorithm greatly reduces the computation loads. Ex-
periments on a prototype digital hearing aid show that the time delay is
decreased to nearly half that of the traditional adaptive Wiener filtering and
spectral subtraction algorithms, but the SNR improvement and PESQ score
are rather satisfied. Compared with modulation frequency-based noise re-
duction algorithm, which is used in many commercial digital hearing aids,
the proposed algorithm achieves not only more than 5dB SNR improve-
ment but also less time delay and power consumption.
key words: sub-band noise reduction, multi-channel digital hearing aid,
adaptive Wiener filtering, modulation frequency-based noise reduction

1. Introduction

In digital hearing aids, raising the noise reduction efficiency
is vital to enhance the experience of the hearing-impaired
person. Auditory cognition is influenced by the signal-to-
noise ratio (SNR) of the speech, especially for hearing-
impaired person [1]. In noisy situations, even loud speech
may not be understood by the listener [2]. The noise over-
whelms the auditory cognition of the hearing-impaired per-
son and disturbs the perception processing of the speech in
the neural system [3]. Some excellent noise reduction al-
gorithms have been proposed in recent years. Reference [4]
describes some DFT-domain based single-microphone noise
reduction methods for speech enhancement. The adaptive
Wiener filtering algorithm has been developed to reduce
noise by tracing the noise spectral adaptively [5]. Andrew L.
Maas from Stanford University proposed a new noise reduc-
tion algorithm based on deep neural network and achieved
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excellent denoising performance [6]. Besides, orthogonal
decomposition [7] and wavelet transform [8] methods are
exploited to improve the performance of the noise reduc-
tion. Lamentably, most of the algorithms are not fit for dig-
ital hearing aid because they fail to satisfy the real-time re-
quirement and power dissipation limitation.

In order to improve noise reduction efficiency, a new
approach is proposed for multi-channel digital hearing aid.
Through the sub-band noise estimation, the proposed algo-
rithm adjusts the gain function of each channel to suppress
the noise. By replacing the FFT and IFFT transforms by
the known SPL, the proposed algorithm greatly reduces the
computation loads. In order to acquire the real time per-
formance in the real acoustic environment, the proposed al-
gorithm has been programmed and transplanted into a pro-
totype hearing aid. Experiments of the proposed, spec-
tral subtraction, adaptive Wiener filtering and modulation
frequency-based algorithms show that SNR and PESQ (the
perceptual evaluation of speech quality, PESQ) of the pro-
posed algorithm are rather satisfied, and just slightly less
than those of the adaptive Wiener filtering algorithm. More-
over, the proposed algorithm has the least time delay.

2. Methods

2.1 Diagram of Multi-Channel Digital Hearing Aid

Diagram of multi-channel digital hearing aid processing
with the proposed sub-band noise reduction algorithm is
shown in Fig. 1. Digital speech signal, which is received by
microphone and converted by ADC, is preemphasized firstly
to make the spectrum flat and avoid excessive loss of high
frequency component in the following noise reduction. Cor-
respondingly, the processed signal is deemphasized before
output to speaker. As shown in Fig. 1, the preemphasized
signal is analyzed by 6-order IIR filter bank to 16 channel
sub-band signals.

2.2 Sub-Band Noise Reduction Algorithm

In sub-band k, the noisy speech signal yk is segmented to
frames. For the m-th frame, the noisy speech signal y(m, k)
can be expressed as

y(m, k) = s(m, k) + n(m, k) (1)

where s(m, k) denotes speech signal and n(m, k) denotes
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Fig. 1 Diagram of multi-channel digital hearing aid with sub-band noise
reduction.

noise. The sub-band noise reduction unit improves the qual-
ity of the speech by adjusting the sub-band gain G(m, k).
The adjustable gain G(m, k) is defined as

G(m, k) =
S NRprio(m, k)

1 + S NRprio(m, k)
(2)

where S NRprio(m, k) is the a priori SNR of frame m and
sub-band k. When the quality of noisy speech deteriorates,
G(m, k) decreases to inhibit noise. S NRprio(m, k) is esti-
mated by the decision-directed method [8], that is

S NRprio(m, k) = η · ‖ŝ(m − 1, k)‖2
‖n̂(m, k)‖2

+ (1 − η) · max
(
S NRpost(m, k) − 1, 0

)
(3)

where ‖ŝ(m − 1, k)‖2 is the power of the estimated previous
pure speech signal. ‖n̂(m, k)‖2 is the power of the estimated
noise. The coefficient η ∈ [0, 1] decides the performance
of noise reduction. The closer to 1 the value is, the more
successfully the musical noise is inhibited, but the more
severely the distortion of the speech is. S NRpost(m, k) is
the a posteriori SNR. In traditional noise reduction method,
S NRpost(m, k) is calculated by the spectrums of input signal
and the estimated noise through FFT. Here, to decrease the
computational complexity, the a posteriori SNR of frame m
and sub-band k is modified as

S NRpost(m, k) =
‖y(m, k)‖2
‖n̂(m, k)‖2 (4)

‖y(m, k)‖2 and ‖n̂(m, k)‖2 are the powers of input signal
and the estimated noise, respectively. As shown in Fig. 1,
sub-band SPL is calculated by Eq. (5).

S PL(m, k) = 20 lg
‖y(m, k)‖2
R × pre f

(5)

Here, pre f = 20 × 10−5Pa is the reference sound pres-
sure. R is the constant decided by the system feature. In
multi-channel digital hearing aid, ‖y(m, k)‖2 and S PL(m, k)

must be calculated before nonlinear loudness compensation.
Therefore, the computational complexity of Eq. (4) is de-
cided only by the calculation of ‖n̂(m, k)‖2.

Four steps are exploited to estimate the power of the
noise ‖n̂(m, k)‖2. For step 1, the power of the sub-band sig-
nal ‖y(m, k)‖2 is calculated by

P(m, k) = α · P(m − 1, k) + (1 − α) · ‖y(m, k)‖2 (6)

where α is the coefficient of smoothness and α ∈ [0, 1].
For step 2, the minimum power of the sub-band signal

is traced by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pmin(m, k) = γ · Pmin(m − 1, k)

+
1−γ
1−β (P(m, k) − β · P(m − 1, k))

Pmin(m − 1, k) < P(m, k)

Pmin(m, k) = P(m, k) else

(7)

Here, β and γ are empirical coefficients.
For step 3, I(m, k) is calculated to decide if speech ex-

ists in sub-band signal.

I(m, k) =

{
1, P(m, k)/Pmin(m, k) > δ

0, P(m, k)/Pmin(m, k) ≤ δ (8)

where δ is the threshold. Then the possibility of speech in
the sub-band is calculated by

p(m, k) = ξ · p(m − 1, k) + (1 − ξ) · I(m, k) (9)

where ξ is the coefficient of possibility updating.
For step 4, the power of the estimated sub-band noise

is updated by
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
‖n̂(m, k)‖2 = ψ(m, k)‖n̂(m − 1, k)‖2

+ (1 − ψ(m, k))‖y(m, k)‖2
ψ(m, k) = α + (1 − α) · p(m, k)

(10)

where α is the coefficient of smoothness defined by Eq. (6).
Having the estimated ‖n̂(m, k)‖2, the power of the estimated
pure speech is derived as

‖ŝ(m, k)‖2 = ‖y(m, k)‖2 − ‖n̂(m, k)‖2 (11)

By substitution of Eqs. (5)∼(11) into Eqs. (2)∼(3), the
gain function G(m, k) is acquired and the noise is reduced.
The coefficients η, α, β, γ and ξ should be adjusted care-
fully. Good tradeoff, not only between the speech quality
and the distortion, but also between the response speed and
the estimation accuracy, is made by the adjustment of the
coefficients. In the experiments in Sects. 3.1, 3.2 and 3.3,
we set the coefficient values as η = 0.9, α = 0.7, β = 0.96,
γ = 0.998, δ = 2 and ξ = 0.2.

3. Simulations and Experiments

3.1 Experimental Arrangement

In multi-channel digital hearing aid, there are two main
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real-time methods to suppress the background noise in sub-
bands. The first one is named the modulation frequency-
based method, such as the noise reduction in Octicon Syncro
digital hearing aid. Because the computation of the modu-
lation depth is mild, it costs low time and power consump-
tion, but the improvement of the speech quality is not sat-
isfied. Another method is based on the adaptive Wiener fil-
tering [5]. Utilizing the spectrum estimation of noise, it has
achieved satisfied performance of noise reduction, but costs
high computational complexity and power consumption.

Performances of noise reduction between the proposed
method, the above two schemes and other traditional al-
gorithms were compared. The experiments were con-
ducted in the silent room. The audio scene simulation soft-
ware SurroundRouter was used to generate testing acoustic
scenes. Four kinds of noises (white, speech babble, tank,
destroyer engine) were superimposed to the clean speech
signals, which was sampled by 16kHz sampling rate. The
prototype digital hearing aid was located in the center of
the speaker array. In the digital hearing aid, the speech sig-
nal was analyzed to 16 channels. The frequency bands of 16
channels were divided according to the human auditory with
reference to the gammatone filter bank. The noise reduc-
tion algorithms were programmed and transplanted to the
auditory DSP SOC in the prototype digital hearing aid. The
length of the frame in sub-bands was 32, 64 or 128 samples
and the frame shift was set to 25% of the frame length, so
the time delay caused by frame segmentation was lower than
several milliseconds. In order to acquire the performance of
the algorithms, we designed the analysis software running
in the computer combined with the prototype digital hear-
ing aid by the serial data bus.

3.2 Waveform and Spectrogram Improvement

We compared the waveform and spectrogram improvements
for spectral subtraction, adaptive Wiener filtering, modula-
tion frequency-based, the proposed algorithms. Fifty speech
segments were tested with four kinds of noises. One group
of the spectrograms of pure speech, noisy speech (S NR =
5dB), the outputs of the above four algorithms are shown in
Fig. 2.

In the spectrograms, the color of the image indicates
the amplitude of the particular frequency at the particu-
lar time. The colors from the smallest amplitude to the
largest amplitude are deep blue, green, orange, yellow and
red. From Fig. 2, the adaptive Wiener filtering method ac-
quires the deepest blue background and the clearest tracks
of the pitches and formants, which means the smallest back-
ground noise and the cleanest output. The proposed method
achieves the second best performance but the computa-
tional complexity is much smaller than that of the adaptive
Wiener filtering method. The residual noise of the modula-
tion frequency-based method is the largest, while that of the
spectral subtraction is moderate.

Fig. 2 Spectrograms of four noise reduction algorithms.

3.3 SNR and PESQ Improvement

SNR and PESQ are important for speech quality evalua-
tion. PESQ assesses speech quality by estimating the over-
all loudness difference between the noise-free and processed
signals [10]. PESQ score is computed as a linear combi-
nation of the averaged symmetrical disturbance value dS Y M

and the averaged asymmetrical disturbance value dAS Y M as
Eq. (12).

PES Q = 4.5 − 0.1dS Y M − 0.0309dAS Y M (12)

The parameters dS Y M and dAS Y M are calculated by the
reference [11]. SNR and PESQ improvements of the above
methods with different noises and different input SNRs are
compared when frame length is 32, 64 and 128 samples,
and the result of 128 samples is shown in Table 1. Here,
fifty speech segments with S NR = 5dB, 10dB are tested for
each kind of noise and the values are the average. Result is
similar when frame length is 32 or 64 samples.

From Table 1, among the above four noise reduction
algorithms, the adaptive Wiener filtering algorithm achieves
the best SNR and PESQ improvements. When the SNR
of the input speech is 10dB, the best 10dB increase is ob-
tained with white noise. The improvement of the proposed
algorithm is the second best. The spectral subtraction al-
gorithm follows, and the modulation frequency-based al-
gorithm achieves the worst. The difference of PESQ of
the above four algorithms is milder than that of the SNR.
The best PESQ improvement (nearly 0.98) is accessed by
the adaptive Wiener filtering algorithm when input SNR =
10dB. The second best PESQ improvement (about 0.95) is
accessed by the proposed algorithm.
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Table 1 SNR and PESQ improvements when frame length is 128 samples.

Methods Input SNR
white tank babble engine

ΔSNR ΔPESQ ΔSNR ΔPESQ ΔSNR ΔPESQ ΔSNR ΔPESQ

spectral subtraction
5 2.86 0.46 3.36 0.26 1.71 0.67 2.25 0.50

10 3.56 0.22 3.06 0.09 2.39 0.24 2.98 0.32

adaptive Wiener filtering
5 9.12 0.89 7.02 0.81 5.59 0.67 6.99 0.93

10 10.33 0.88 9.34 0.77 8.78 0.39 9.57 0.97

modulation frequency-based
5 2.51 0.37 2.09 0.38 1.34 0.36 1.59 0.47

10 3.23 0.18 2.70 0.21 2.34 0.27 3.12 0.34

the proposed
5 8.89 0.94 6.59 0.63 5.49 0.67 6.74 0.81

10 9.88 0.59 9.12 0.62 8.37 0.32 9.21 0.94

Fig. 3 Time delay in the prototype digital hearing aid.

3.4 Computational Complexity and Real-Time Perfor-
mance

In digital hearing aid, the time delay from the input to the
output must be limited within 40 milliseconds. Low compu-
tational complexity means not only high real time, but also
low power consumption of the battery.

For spectral subtraction and the adaptive Wiener filter-
ing algorithms, FFT and IFFT transforms are required and
the cost of them in each channel is O(N log2 N) multipli-
cations. In the modulation frequency-based algorithm, the
estimated noise is acquired by the tracking of the ampli-
tude modulation depth. The computation complexity with-
out FFT and IFFT is smaller than that of spectral subtrac-
tion and adaptive Wiener filtering methods, but the quality
of the output signal decreases apparently. In the proposed
algorithm, by replacing spectrum estimation by the power
of the sub-band signals, the computational complexity is the
lowest. The time delay from the analysis unit to the synthe-
sis unit of the above four algorithms in the prototype digital
hearing aid is shown in Fig. 3. Here the FFT length is set to
the same as frame length.

4. Conclusions

In the present study, a novel sub-band noise reduction algo-
rithm in the multi-channel digital hearing aid is introduced.
The main focus of the work is to reduce the complexity
and the time delay as well as increase the quality of the
output speech. In the proposed algorithm, the noise is es-
timated in each sub-band by replacing the noise spectrum
with the power of the sub-band signal iteratively. Compared
with other noise reduction algorithms in experiments, the

proposed algorithm yields excellent speech quality and real
time response.
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