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Fast Coding Unit Size Decision in HEVC Intra Coding

Tao FAN†a), Member, Guozhong WANG†, and Xiwu SHANG†, Nonmembers

SUMMARY The current high efficiency video coding (HEVC) stan-
dard is developed to achieve greatly improved compression performance
compared with the previous coding standard H.264/AVC. It adopts a
quadtree based picture partition structure to flexibility signal various tex-
ture characteristics of images. However, this results in a dramatic increase
in computational complexity, which obstructs HEVC in real-time applica-
tion. To alleviate this problem, we propose a fast coding unit (CU) size
decision algorithm in HEVC intra coding based on consideration of the
depth level of neighboring CUs, distribution of rate distortion (RD) value
and distribution of residual data. Experimental results demonstrate that the
proposed algorithm can achieve up to 60% time reduction with negligible
RD performance loss.
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1. Introduction

The new high efficiency video coding (HEVC) standard de-
veloped by the joint collaborative team on video coding
(JCT-VC) provides a bit rate reduction of 50% with the same
subjective quality compared with the former coding stan-
dard H.264. It adopts a flexible quadtree structure in which
the largest coding unit (LCU) is 64× 64 and the smallest
coding unit (SCU) is 8× 8. Each CU is recursively split into
four equal-sized sub-CUs until SCU is reached. These var-
ious partition sizes can flexibly predict the objects with dif-
ferent shapes, which is totally different from the term mar-
croblock utilized in HEVC [1]. Prediction Unit (PU) is the
basic unit utilized for prediction existing in each CU. It has
two types of partition size 2N× 2N and N×N (only under
8× 8 CU) [2]. Therefore, there are five depth levels of PU
in HEVC intra coding ranging from 64× 64 to 4× 4. In
PU, the number of prediction modes is 35. During the pro-
cess of intra prediction, all CU sizes and prediction modes
are exhausted to find the one with the minimum rate distor-
tion (RD) cost. As a result, the computational complexity is
much higher than H.264.

Currently, a number of fast algorithms are presented to
speed up intra prediction process in HEVC encoder. Some
methods mainly focus on reducing the CU depth levels [3]–
[7]. Tian et al. [3] analyze the texture complexity of down-
sampled LCU and its four sub-CUs measured by variance to
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skip unnecessary CU levels. Shen et al. [4], [5] utilize the
coding information from neighboring coded PUs to make
an early CU size decision. Lee et al. [6] reduce the depth
range according to the depth level of temporally co-located
CU. In this algorithm, the encoding time reduction is lim-
ited, because at most one depth is eliminated during the cod-
ing process. Mu et al. [7] model the process of CU splitting
as a binary decision problem and resolve it by support vec-
tor machine (SVM) which utilizes mean square error (MSE)
and number of coding bits (NEB) as the selected features to
early terminate the CU splitting process. Other algorithms
devote to reducing the number of prediction modes [8]–[12].
Kim et al. [8] propose a hierarchical mode decision algo-
rithm, which consists of two stages: candidate update stage
(CUS) and decision stage (DS). In CUS, it selects modes
which can cover the probable area to lower the computa-
tional complexity. In DS, only the RD cost of two best can-
didate modes is calculated to find the one with the minimum
cost as the optimal mode. Gradient directions with Sobel
operator are calculated to generate gradient-mode histogram
for each CU [9], [10]. Then, according to the distribution of
the histogram, only a small candidate mode set is selected
for the rough mode decision and rate distortion optimization
process. Ma et al. [11] select eleven candidate modes for
rough mode decision and obtain the best six modes based
on sum of absolute transformed differences (SATD) costs.
Then two-spaced adjacent modes of the six best candidates
are tried to select the best three modes. Finally, the one-
spaced modes plus the most probable mode (MPM) and DC
mode are compared with RD costs to choose the optimal
one.

In this paper, we propose a fast CU size decision al-
gorithm to speed up the coding process while maintains the
coding performance. First, we analyze the CU depth cor-
relation among neighboring CUs to skip unnecessary depth
levels of the current CU. Then, according to the distribution
of RD cost from the training frame, the prediction process is
bypassed early when the depth level of CU with the lowest
RD cost meets certain conditions. Finally, we analyze the
distributions of residual data under horizontal and vertical
partitions. If there is no significant difference between the
two distributions, the current CU is no longer split.

The rest of paper is organized as follows. Section 2
presents the fast intra coding algorithm. Section 3 shows
the simulation results. Conclusion is given in Sect. 4.
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2. Proposed Scheme

2.1 Content Based CU Size Decision

In HEVC encoder, four types of CU are supported from
64× 64 to 8× 8. For SCU, it can also be split into four equal
size blocks. Thus, five coding blocks from 64× 64 to 4× 4
exist in intra prediction process. In this paper, 4× 4 block
is regarded as a CU whose depth level is four for simplic-
ity. In video coding, neighboring CUs usually have similar
texture features and the depth level of current CU possesses
high correlation with its neighboring CUs. If the depth level
of CU (edge CU excluded) differs by two or more from that
of neighboring CUs including left CU, above CU, and left
above CU simultaneously, it is defined as discontinuous unit
(DU). Figure 1 illustrates the final partition result under the
original encoder. As we can see that the depth level cannot
vary dramatically. Only one CU marked by green circle is
DU as shown in Fig. 1. In fact, the coding content in CUs is
closely related with nearby CUs and usually cannot isolate
with neighboring CUs at the same time. Thus, the ratio of
DU’s occurrence is low.

To verify this assumption, extensive experiments have
been done on six typical sequences with different resolutions
and texture information. The test complexity in “BQmall”
and “PartyScene” is high, while in “Basketballdrive” and
“SlideEditting” is medium, and in “Vidyo1” and “Flower-
vase” is low. Simulation conditions are as follows: all intra
(AI) mode is configured with quantization parameters (QPs)
20, 30, 40. Through the experiments performed on the orig-
inal encoder of HEVC, we analyze DU’s distribution in dif-
ferent test sequences. Table 1 illustrates the percentage of
DU in five depth levels respectively. As we can see from
Table 1, the percentage of DU is small with the maximum
percentage 3.80% DU in depth 0 and the minimum percent-
age 0.02% DU in depth 2 on average. During the process of
video coding, when the current CU is detected as DU, the
intra prediction can be skipped early. The criteria is{

depthi − depthcur ≥ 2, skip coding the current CU
depthcur − depthi ≥ 2, stop splitting the current CU

(1)

where depthi is the depth level of neighboring CU (i =

Fig. 1 CU partition result in “BasketballPass”.

left, above or left − above), and depthcur is the depth of the
current CU. If the difference of the depth of neighboring CU
minus that of the current CU is equal to or more than two,
skip the prediction on the current depth and split the CU
into four sub-CUs directly. Otherwise, if the difference of
the depth of current CU minus that of the neighboring CU
is equal to or more than two, stop splitting the current CU
into four sub-CUs. In Fig. 1, for the CU marked by green
rectangle, the depths of its neighboring CUs are equal to 3.
According to Eq. (1), the intra prediction on its up layer CU
whose depth is equal to 1 is bypassed. Similarity, for the
CU marked by parallelogram, the depths of its neighboring
CUs are equal to 1. Its down layer CU whose depth is 3 is
performed to stop splitting early.

2.2 RD Cost Based CU Size Decision

During the process of CU size selection, the RD cost of the
current CU is compared with that of its four sub-CUs. When
the RD cost is smaller enough, the splitting process can be
terminated early. In our algorithm, we obtain the threshold
on line. In the training frame, if the RD cost of the current
CU in depth D is less than the sum of the RD cost of its
sub-CUs, we calculate the sum of the RD cost value of the
current CU RD cos tD and count the number NumD. Then
the average of the RD cost is computed as follows

AvgD =
RD cos tD

NumD
(2)

By threshold ThD, unnecessary CU size is bypassed in ad-
vance. ThD is defined as

ThD = β · AvgD (3)

where β is an adjust parameter and is set to 0.9 in our ex-
periment for having good tradeoff between coding perfor-
mance and time saving. Since temporally adjacent frames
have similar contents, which results in a similar RD cost
distribution. Therefore in the non-training frames, when the
RD cost of the current CU in depth D is less than ThD, which
means the current RD cost is possibly less than the sum of
the sub-CUs’ RD cost, the current CU is no longer to be
partitioned into four sub-CUs. To cope with different fea-
tures of test sequences, threshold ThD is updated in every

Table 1 Distribution of DUs
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one second.

2.3 Distribution of Residual Data Based CU Size Decision

By analyzing the distribution of residual coefficients, we
aim to decide whether the current CU should be split or
not. Figure 2 demonstrates the probability of residual coef-
ficients in different CU depth levels for “BasketballDrive”,
and other sequences have similar results. It can be seen in
Fig. 2 that residual coefficients satisfy Gaussian distribution.
To decide whether the current CU should be split, we first
split the residual coefficients of the current CU into two parts
in horizontal and vertical direction respectively, as shown
in Fig. 3. Then check whether the means of the two par-
tition parts (A and B or C and D) are similar with each
other. When there is no significant difference in mean be-
tween block A and B, and block C and D, it shows that the
current CU size can well represent the prediction content
and the early termination of CU size decision is enabled.

Since residual data meets Gaussian distribution, we ex-
ploit t examination to detect whether the two partitions have
significant difference. The hypothesis is established as fol-
lowing:

H0 : μ1 = μ2; H1 : μ1 � μ2 (4)

where μ1 and μ2 are the true mean of residual data in block
A and block B or in block C and block D. Hypothesis H0 de-

Fig. 2 Probability of residual data for “BasketballDrive” in different
depth levels, (a) depth = 2 (16× 16 CU), (b) depth = 1 (32× 32 CU).

Fig. 3 Illustration of residual coefficients split in horizontal and vertical
direction respectively.

notes the residual coefficients in two partitions are from the
same distribution, while H1 denotes they are from different
distribution. When H0 is accepted, the current CU size is
decided as the optimal size early.

The detection statistics satisfied t distribution, which is
defined as:

t =
(X − Y) − (μ1 − μ2)

S w

√
1
n1
+ 1

n2

∼ t(n1 + n2 − 2) (5)

where X and Y are the sample means of block A and B or
block C and D. n1 and n2 are the number of pixels in two
partitions respectively. S w is calculated as:

S w =

√√√√√ n1∑
i=1

(Xi − X)2 +
n1∑
i=1

(Yi − Y)2

n1 + n2 − 2
(6)

Xi and Yi is the pixel value in block A and B or block C and
D.

In this paper, we define the confident interval α as 0.05.
If |t| < tα/2 for both block A, B and block C, D, hypothesis
H0 is accepted.

3. Experimental Results

To verify the performance of the proposed algorithm, we
implement the algorithm on HEVC reference encoder HM
14.0 under all-intra mode configuration. The test platform is
that: Windows 7 operation system, Intel core i5 of 3.10 GHz
with 4 GB memory. Simulations are implemented under
QP = 22, 27, 32, 37 with six different resolution sequences.
Coding performance is measured by BDBR (%) and BDP-
SNR (dB) which denote the average change of bit rate and
PSNR [12]. Coding time saving is calculated as

TS(%) =
THM − Tproposed

THM
× 100% (7)

Table 2 Performance comparison between Shen et al. [5] and the pro-
posed algorithm.
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Fig. 4 RD curve of HM 14.0 and the proposed algorithm,
(a) “BQsquare”, 416× 240, (b) “BasketballDrive”, 1920× 1080.

where THM and Tproposed is the encoding time under HM 14.0
encoder and the presented encoder, respectively.

Table 2 demonstrates the experimental results of the
presented algorithm. From the table, we observe that the
proposed algorithm achieves 50% time reduction with 0.08
BDPSNR loss and 1.37% BDBR increase. Generally, time
saving in high resolution sequences is greater than that of
low resolution sequences. The reason is that the spatial cor-
relation of sequence with high resolution is higher than that
of low resolution sequences. Figure 4 shows the RD curves
of “BQsquare”, “BasketballDrive”, where the blue curves
indicate the RD performance of original encoder HM 14.0,
and the red curves indicate the RD performance of the pro-
posed algorithm. It demonstrates that the RD curves of
the proposed algorithm is almost similar with that of HM
14.0, which indicates our algorithm has nearly no RD per-
formance loss. Besides, compared with Shen’s method [5],
the proposed algorithm achieves higher time reduction, as
Shen’s method provides 40% time reduction with 0.11 dB
BDPSNR loss and 1.59% BDBR increase.

4. Conclusion

In this paper, we present a fast CU size decision algorithm
for HEVC intra coding. It consists of three methods: (1)

content based CU size decision, (2) RD cost based CU size
decision, and (3) distribution of residual data based CU size
decision. By utilizing the combination of spatial, temporal
and statistical correlation, the proposed algorithm reduces
the coding time by 50% with negligible RD performance
loss. In addition, compared with Shen’s algorithm [5], our
algorithm obtains about an additional 10% time reduction
while keeping a better RD performance.
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